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A B S T R A C T   

Within-season crop yield prediction with a dynamic crop model can provide valuable references for field 
management practices and regional food security. However, weather ensembles containing the unknown future 
weather conditions occurring after prediction dates are essential for such predictions using crop models. Two 
strategies were established for selecting analogue weather years as the target growing season based on a five-year 
maize experiment conducted at eight sites in the Loess Plateau of China. The first strategy tried weather data 
from different lengths of years ahead the planting year. The second strategy used the k-nearest neighbor (k-NN) 
algorithm to select analogue weather according to different combinations of weather variables with daily or 
accumulative values. The results showed that satisfactory predictions could be obtained after maize tasseling 
(about 50 d prior to maturity). The mean absolute relative error (ARE) and coefficient of variation (CV) of the 
daily yield predictions after tasseling were 6.6% and 5.7%, respectively, in 2010 at the Yulin site. In the leading- 
year strategy, the most reliable predictions were obtained by the weather data from the 10 years ahead of 
planting, with an overall average ARE of 11.7%. In the k-NN strategy, the most reliable predictions were obtained 
by using the analogue weather selected with only accumulative precipitation, with an overall average ARE of 
11.5%. Additionally, both of the two optimal strategies improved the original predictions in most cases. How
ever, the k-NN strategy was more likely to generate worse predictions in the early part of the growing season. 
Generally, it was more convenient to use the weather data of 10 leading years before the planting year to 
represent the unknown weather data after the prediction dates. This strategy provided reliable prediction ac
curacy without complex programming and requirement for long-term weather records.   

1. Introduction 

The demands of seasonal crop yield forecasting are increasing in both 
developed and developing countries (Basso and Liu, 2018). Predictions 
before harvest are valuable for timely warning of meteorological risks 
(Hansen et al., 2004), and provide references for decision-making, 

especially for farms with low disaster resistance ability (Brandes et al., 
2016; Chen et al., 2020). Hence, many crop yield prediction methods 
have been developed across the world (Chipanshi et al., 2015; Feng 
et al., 2020; Schwalbert et al., 2020). Generally, several methods have 
been commonly used to predict yield, including statistical 
regression-based methods, field surveys, and process-based cropping 
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system models (crop models). 
Statistical methods have been widely used in yield prediction 

worldwide (Gouache et al., 2015; Lee et al., 2013) in which relationships 
between crop yield and plant growth status with weather variables 
(Qian et al., 2009), and remote sensing signals (Cao et al., 2021a, 2021b) 
have been established. However, the statistical methods ignored the 
effects of field management practices and environmental conditions on 
crop growth. Additionally, the remote-sensing-based strategies might be 
ineffective on cloudy days (Kang et al., 2016) and later growth stages 
(Haboudane, 2004). Field survey method uses field-measured or 
questionnaire-surveyed information about plant growth status, and can 
only provide short lead times for yield prediction (Feng et al., 2020). The 
prediction accuracy of this method is heavily influenced by the weather 
conditions after the prediction day and the representativeness of the 
sampling locations. Additionally, field surveys are also time- and 
labor-consuming and are not suitable for yield predictions over large 
areas (Nandram et al., 2014). 

Crop models based on biophysical processes and mechanisms can be 
used to analyze the dynamic interactions of crop genotypes, soil prop
erties, climate conditions, and field practices and have been widely used 
for crop yield prediction (Lecerf et al., 2018; Morell et al., 2016; 
Togliatti et al., 2017). However, weather data covering entire growing 
seasons are usually required before applying crop models for crop 
growth simulation. Since real weather data can be obtained daily from a 
local weather station, the challenge in crop-model-based yield pre
dictions lie in the prediction of unknown future weather data after the 
prediction days (Basso and Liu, 2018; Tollenaar et al., 2017). Average 
values of multiple historical years have often been used to generate the 
unknown future weather data on the same day of the target year, and 
have been further used to predict seasonal yield (Dumont et al., 2014). 
However, the simulation results have not always been reasonable during 
the early part of the growing season due to the nonlinear relationship 
between crop growth and weather conditions (Semenov and Barrow, 
1997). 

With the development of global/regional circulation models (GCMs/ 
RCMs), median- and long-term climatic predictions have provided new 
solutions for crop yield forecasts (Baigorria et al., 2008; de Wit et al., 
2010; Prakash et al., 2019). However, the original weather data pre
dicted by the GCMs were usually unsuitable for crop growth simulations 
at both spatial and temporal scales (Bakker et al., 2013; Quiring and 
Legates, 2008), and yield prediction accuracy diminished with the 
longer lead times (Dumont et al., 2014). Another way to obtain 
field-scale weather data is based on stochastic weather generators (WG) 
(Kilsby et al., 2007; Mavromatis and Hansen, 2001). However, the 
employment of WGs requires large computing resources, and WGs can 
perform poorly in the prediction of both precipitation frequency and 
magnitude (Hartkamp et al., 2003). Additionally, prior distributions of 
weather variables are required for use of WGs, and therefore new un
certainty can be introduced in the generation of weather data (Ban
nayan and Hoogenboom, 2008a). At the same time, historical weather 
data from nearby weather stations provide an alternative method for 
generating the unknown weather data after the prediction days (Chi
panshi et al., 1997). However, yield prediction with the entire records of 
long-term historical weather is time-consuming to deal with. Addition
ally, remarkable changes in agricultural production caused by climate 
changes have been reported worldwide (Harkness et al., 2020; Liu et al., 
2020; Tao et al., 2006). Differences in weather conditions might be huge 
between recent years and the far-distant years. Hence, the entire 
weather records may not be effective for accurate yield predictions 
because many years in the weather ensembles may have different 
weather conditions from what will occur in the target year. 

Researchers have given attentions to the selection of historical years 
with analogue weather, or analogue years. For instance, du Toit and du 
Toit (2003) selected analogue weather by calculating the index of 
agreement (D-index) between actual daily observed weather data and 
historical weather data. The years with the highest fitness were then 

selected to drive crop models for dynamic within-season yield pre
dictions. Bannayan and Hoogenboom (2008b) used the k-nearest 
neighbor (k-NN) algorithm to select the k years with most analogue 
weather conditions based on the Euclidean distance. Chen et al. (2017) 
modified the k-NN algorithm by calculating the Euclidean distance with 
the seven-day moving-average values of each weather variable. Gener
ally, these studies selected analogue years based on all of the available 
weather variables (e.g., solar radiation, maximum temperature, mini
mum temperature, and precipitation). However, Porter et al. (1999) 
pointed out that the weather variables that mainly influenced final crop 
yield were air temperature and precipitation. Chen et al. (2020) also 
reported that rainfed maize yield was mainly affected by the seasonal 
precipitation in the Loess Plateau of China. Hence, it is necessary to 
evaluate the method for selecting analogue years for within-season dy
namic yield predictions. In addition, crop growth and development are 
usually determined by the accumulative effects of weather variables. For 
example, emergence and duration of crop leaves are dependent pri
marily on heat accumulation or thermal time (Hodges and Evans, 1992). 
How can we consider the influence of accumulative values of weather 
variables in the selection of analogue years? This is another knowledge 
gap that needs to be addressed. 

Maize (Zea mays L.) is the dominant crop in the Loess Plateau due to 
the limited water resource and frost-free window, and rainfed maize 
accounts for more than 80% local arable land (Huang et al., 2011). In 
this study, rainfed maize yields in the Loess Plateau were dynamically 
predicted with the DSSAT-CERES-Maize model driven by weather data 
of analogue years selected by different methods. The main objectives 
were to (1) assess the accuracy of within-season maize yield forecasts 
based on local multi-year weather records; (2) establish and evaluate 
different methods for the selection of the analogue years; and (3) select 
the most effective methods for within-season predictions of rainfed 
maize yields in the Loess Plateau. 

2. Materials and methods 

2.1. Study areas 

The Loess Plateau (100◦54′–114◦33′E and 33◦43′–41◦16′ N) covers 
an area of 0.65 × 106 km2 in northwest China (Fig. 1). The annual mean 
temperature ranges from 3.6 to 14.3 ◦C and annual precipitation ranges 
from 150 to 700 mm from northwest to southeast. Maize is the pre
dominant crop in this region, planted in April and harvested in 
September. Most precipitation occurs in summer (July, August, and 
September) in this region, resulting in water stresses in the early maize 
growing season. The rate of increase in air temperature in this region 
(0.6 ◦C decade− 1) was greater than the global average increment 
(0.13 ◦C decade− 1) (IPCC, 2013; Wang et al., 2012), resulting in accel
erated phenological development of local maize (He et al., 2015). 

2.2. Brief description of the DSSAT-CERES-Maize model 

The CERES-Maize model embedded in DSSAT (Decision Support 
System for Agrotechnology Transfer) was specifically developed to 
simulate daily crop growth and development of maize, including 
phenological states, biomass production, and grain yield (Hoogenboom 
et al., 2017; Jones et al., 1986, 2003). The CERES-Maize model consists 
of nonlinear, dynamic mathematical functions that describe maize 
growth and yield formation as well as changes in soil water and nutrient 
contents at field scale. This model simulates maize growth by consid
ering field practices and is driven by daily weather conditions. Daily 
potential biomass production is determined by temperature and the 
interception of photosynthetically active radiation by the plant canopy. 
All model components are described by a set of parameters. Soil inputs 
are given as parameters related to physical, chemical, and morpholog
ical properties of different soil layers. Crop management information 
includes crop cultivar; planting date, depth and density; row space; 
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irrigation; fertilizer; and application of organic amendments. A simple 
water balance algorithm referred to as the “tipping-bucket” approach is 
used in the CERES-Maize model to calculate yield reduction under water 
stress. Maize development rates are calculated based on air temperature 
and photoperiod. Crop physiological features are represented by genetic 
coefficients associated with cultivar, ecotype, and species. 

2.3. Datasets 

Four groups of data are generally needed for DSSAT simulations: 
weather, soil, crop, and management. Daily weather data include daily 
solar radiation (Rs, MJ m–2), maximum air temperature (Tmax, ◦C), 
minimum air temperature (Tmin, ◦C), and precipitation (P, mm). In this 
study, weather data in 1961–2010 were obtained from the China 
Meteorological Data Sharing Service System (http://cdc.cma.gov.cn/). 
Since solar radiation data were not available for the eight sites, daily 
cumulative solar radiation was estimated based on daylength and sun
shine hours through the Ångström-Prescott formula (Ångström, 1924; 
Prescott, 1940). Soil profile parameters, including saturated soil mois
ture, residual soil moisture, and soil hydraulic conductivity, were ob
tained from the China Soil Hydraulic Parameters Dataset (Dai et al., 
2013). 

In this study, five-year maize experiments were conducted at eight 
agro-meteorological observation stations in the Loess Plateau in 
2006–2010 (Fig. 1). These stations belong to the Chinese Meteorological 
Administration (CMA). Management practices at each site, including 
fertilizer application and weed control, were generally the same as or 
better than the conventional practices used by local farmers. Plant 
protection management was undertaken to guarantee optimum growth 

and avoid weeds and pests. Phenological data included dates of planting, 
emergence, anthesis, and physiological maturity. Crop cultivar param
eters were estimated using the DSSAT-GLUE package (He et al., 2009; 
Jones et al., 2011a, b) based on field observations of important 
phenology dates and grain yields of maize. However, several similar 
cultivars might be grown in different years at each site. In this study, the 
cultivar grown in the most years from 2006 to 2010 was selected as the 
representative cultivar for a given site (Table S1). Hence, eight sets of 
cultivar genetic parameters were estimated using the field-measured 
anthesis dates, maturity dates, and grain yield in the 2006–2009 
growing seasons at each site. The field observations in the 2010 growing 
season were then used to verify these cultivar parameters at the corre
sponding sites. 

2.4. Sensitivity of maize yield to weather variables in the Loess Plateau 

The sensitivity of maize yield to four weather variables (Rs, Tmax, 
Tmin, and P) was evaluated based on simulation results from the CERES- 
Maize model at the eight sites in the Loess Plateau. First, the experi
mental files were set up according to the five-year average field condi
tions at each site (e.g., planting date, seeding density, fertilizer amount, 
and etc.). Next, mean values for the four daily weather variables were 
calculated from 1961 to 2010. Then, to evaluate the performance of 
each weather variable, daily values of the remaining three weather 
variables were represented by their mean values on the same date. In 
DSSAT, model runs will stop on the day when of the minimum tem
perature was greater than the maximum temperature. If minimum or 
maximum temperature was separately represented by its multi-year 
mean values, greater minimum temperature might be generated on 

Fig. 1. Locations of the study area and eight agro-meteorological observation sites (Xinzhou and Yuncheng in Shanxi Province; Yulin and Changwu in Shaanxi 
Province; Qingyang and Jingyuan in Gansu Province; Pingluo and Yanchi in Ningxia Province) in the Loess Plateau, China. 
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some days. Hence, variables Tmin and Tmax were treated as one weather 
factor and replaced simultaneously to avoid contradictions and model 
running errors. In this way, three kinds of multiple weather files were 
generated for the eight sites. Finally, these three kinds of weather files 
were used to run the CERES-Maize model to simulate maize yield from 
1961 to 2010 at the eight sites in the Loess Plateau. The variations of 
simulated yields with different weather scenarios were compared to 
evaluate the sensitivities of maize yields to these weather variables in 
the Loess Plateau. 

2.5. Yield prediction by merging of real-time weather data and historical 
weather records 

Multi-year historical weather data were used to represent possible 
future weather scenarios in the target growing season. By incorporating 
the newly measured daily weather data and historical weather records, 
the weather series covering the entire growing season could be gener
ated to drive the crop model for within-season yield prediction on each 
day of the growing season (Chen et al., 2020; Wang et al., 2017). In this 

study, the unknown weather after the prediction dates was represented 
by the same-period multiple historical weather records (1961–2010). A 
total 50 yield predictions were then generated on each day of the 
growing season. The average value of these 50 predictions was calcu
lated as the final prediction on a given prediction date, and was defined 
as the original yield prediction in this study. However, this method was 
time-consuming for maize yield predictions using all of the 50-year 
weather data. Additionally, weather conditions in some faraway years 
might be very different from the target year due to the randomness of 
extreme meteorological events. 

Thus, two alternative strategies were established for the selection of 
analogue years from multiple historical weather records (Fig. 2). The 
first strategy directly merged real-time weather data with weather data 
from different historical periods. We set five periods, including 40, 30, 
20, 10, and 5 years ahead of the planting year. The second strategy 
merged the real-time weather data with the weather data of the 
analogue years. For the second strategy, we also designed two kinds of 
methods for the selection of analogue years based on the k-NN algo
rithm. The first method was developed based on the similarity of daily 

Fig. 2. Flowchart of dynamic within-season predictions of maize yields with different methods for the selections of analogue weather years.  
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values of Rs, Tmax, Tmin, and P. The second method was based on the 
similarity of different combinations of accumulative values of each 
weather variable. For daily maize yield predictions with the two stra
tegies, the method in each strategy which obtained the smallest pre
diction error was recorded on every day. Moreover, the methods were 
compared for their frequency of smallest errors in maize yield pre
dictions for 40 different growing seasons (eight sites × five years). 
Finally, the optimal methods with the smallest prediction errors were 
selected from the two alternative strategies. Yield predictions with the 
two selected optimal methods were then compared with the original 
predictions based on the entire 50-historical-year weather records. 

2.5.1. Weather data from different leading years (Solution 1) 
Wang et al. (2012) reported that there were obvious changes in 

climate in the Loess Plateau. Hence, we assumed that the weather dif
ferences may be larger with the increase of time interval between his
torical years and the target year. In this study, weather data from 
different leading years were selected to represent the unknown weather 
data after the prediction date. Five different lengths of leading times (40, 
30, 20, 10, and 5 years) were used to select historical weather data. 
Taking the 40-leading-year weather data as an example, the unknown 
weather in the 2006 and 2010 growing seasons was represented by 
historical weather data in 1966–2005 and 1970–2009, respectively. 
Maize yields were then dynamically predicted with the five different 
ensembles of weather data at the eight sites in 2006–2010. The average 
yield prediction errors of the 40 different growing seasons were calcu
lated to evaluate the prediction performance of these weather ensem
bles. Finally, the weather ensemble that produced the most effective and 
stable yield predictions was selected as the optimal leading-year 
weather. 

2.5.2. Weather data from analogue years selected with the k-NN algorithm 
(Solution 2) 

The k-NN approach was developed for pattern recognition based on 
the distance between the target feature vector and the source feature 
vectors. Salzberg et al. (1991) proposed different indicators to describe 
the difference between two instances, but the Euclidean distance has 
been widely used in corresponding studies. The detailed algorithm was 
reported by Gangopadhyay et al. (2005). To select an analogue-weather 
year, the pattern of observed weather variables on the t-th day was 
compared with the same variables on the same date in each historical 
year. The years with the smallest Euclidean distances were selected as 
the most similar years on t-th day. With the increased newly-measured 
weather data, the weather-analogue years could be selected for each 
day during the study period. Finally, the k years with the highest fre
quency of analogue were chosen as the most analogue-weather years for 
the study period. The original k-NN algorithm was developed based on 
the similarity of all measured weather variables on each day. For 
example, Chen et al. (2017) used the k-NN algorithm to selected 
analogue-weather years based on the similarities of daily values of four 
weather variables (Tmax, Tmin, Rs, and P). Then, the selected weather 
data were combined with the real-time measured weather data to 
generate the complete weather series, which covered the whole growing 
seasons, to predict maize yields. However, the processes of crop devel
opment are dependent primarily on heat accumulation or thermal time 
(Hodges and Evans, 1992). In addition, crop yields can be linked with 
phased total water application based on water production functions 
(Kipkorir et al., 2002; Zhang and Oweis, 1999). Hence, we modified the 
original k-NN algorithm to select analogue years based on the similar
ities of accumulative values of weather variables. The original and 
modified k-NN algorithms for analogue year selection are described in 
more detail below.  

(1) Original k-NN algorithm based on the similarities of daily 
weather variables 

In this algorithm, the Euclidean distance between the target-year 
weather vector and historical weather vector was computed with four 
normal weather variables (Tmax, Tmin, Rs, and P) on each day of the maize 
growing season (Eq. (1)). 

EDj =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑4

n=1

(
Vtnj − Vhnj

)2

√
√
√
√ (1)  

where EDj is the Euclidean distance on j-th day; n is the index of weather 
variables; t and h are target year and historical year, respectively; Vtnj 
and Vhng are the n-th weather variable on j-th day in the target year and 
historical year, respectively. Each weather variable was normalized 
using the min-max normalization method (Eq. (2)) before ED calculation 
due to different units of these weather variables. 

Vi =
Vi − Vmin

Vmax − Vmin
(2)  

where Vi is the target weather variable on i th day; Vmax and Vmin are the 
maximum and minimum values of the related weather variable at the 
site in 1961–2010. 

The year with the smallest ED value was selected as the analogue 
year for the given day. The analogue year was recorded for each day 
from the planting day to the prediction day. Then the frequency of each 
historical year selected as an analogue year was calculated. The k his
torical years with the highest frequency were finally selected as the 
analogue years for the target year. Finally, the unknown weather data 
after the prediction dates were represented by the weather data on the 
same dates in the selected k years. The k value was set as the same 
number of the optimal leading years with the highest prediction accu
racy in Section 2.4.1. 

(1) Modified k-NN algorithm based on the similarities of accumula
tive values of weather variables 

In this algorithm, we modified the original k-NN algorithm by 
calculating ED with the accumulative values of weather variables from 
the planting day to the prediction day (Eq. (3)). 

EDAj =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑3

n=1

(
AVtnj − AVhnj

)2

√
√
√
√ (3)  

where EDAj is the Euclidean distance of the accumulative weather var
iables from the planting day to the j-th prediction day; AVtnj and AVtnj 
are the accumulative values of the n-th weather variable from the 
planting day to the j-th prediction day in the target year t and a historical 
year h, respectively. Readers should be aware that there were only three 
accumulative weather variables (e.g., accumulative solar radiation, 
thermal time, and accumulative rainfall) because thermal time (TT) was 
calculated based on daily maximum and minimum temperatures (Eq. 
(4)). 

TT =
(Tmax − Tbase) + (Tmin − Tbase)

2
(4)  

where Tmax and Tmin are the maximum and minimum daily temperature; 
Tbase is the base development temperature above which maize can grow. 
In this study, Tbase was set to 8 ◦C according to Hodges and Evans (1992). 

The analogue years selected with the original k-NN algorithm were 
based on the general ED of the daily weather variables (Rs, Tmax, Tmin, 
and P). We selected analogue years based on the ED values of three 
different combinations of accumulative values of weather variables as 
follows. 

Combination I: One weather variable (three kinds). Analogue years 
were selected in each growing season individually based on the ED 
values of accumulative Rs, TT, and P. 
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Combination II: Two weather variables (three kinds). Analogue years 
were selected in each growing season based on the general ED values of 
the accumulative values of double weather variables of Rs + TT, Rs + P, 
and TT + P. 

Combination III: Three weather variables (one kind). Analogue years 
were selected in each growing season based on the general ED values of 
accumulative values of Rs + TT + P. 

Generally, there was only one kind of the original k-NN method 
developed with daily values of weather variables and seven kinds of 
modified k-NN methods developed with different combinations of 
accumulative values of weather variables. Maize yield predicted with 
these eight kinds of analogue weather were compared, and the most 
effective and robust method was selected as the optimal k-NN algorithm. 

2.5.3. Evaluation of the two kinds of analogue weather selection strategies 
Prediction accuracies of maize yield with the two kinds of analogue- 

weather selection strategies were compared with the original pre
dictions using the entirety of local weather records at the eight sites in 
the Loess Plateau. Evaluation of these three strategies was conducted 
only in the 2010 growing season for the sake of brevity. 

2.6. Statistical indices 

The root mean square error (RMSE, Eq. (5)), absolute relative error 
(ARE, Eq. (6)), and coefficient of variation (CV, Eq. (7)) were used to 
evaluate model performance and yield prediction accuracy. The ARE 
and CV were calculated every day since maize grain yield was predicted 
daily within growing seasons. 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(Oi − Si)

2

√

(5)  

ARE =
|O − S|

O
× 100% (6)  

CV =
SD
S

× 100% (7)  

where S and O are the simulated and observed values of given variables; 
n is the number of total simulation times; SD and S are the standard error 
and the mean value of daily multi-yield predictions. 

3. Results 

3.1. Calibration and verification of the CERES-Maize model 

Genetic parameters for the eight different maize cultivars were 
estimated and verified for the simulation of anthesis dates, maturity 
dates, and grain yields at the eight agro-meteorological observation sites 
(Fig. 3, Table S1). Generally, both phenology dates and grain yields were 
well simulated as indicated by all of the data points being close to the 1:1 
line. For the simulations of phenology, the RMSE values were 3.5 and 
3.7 d for anthesis dates, and 4.9 and 2.5 d for maturity dates for the 
calibration and verification processes, respectively. Additionally, the 
verification data points were closer to the 1:1 line than the calibration 
data points. It can be seen when comparing the calibration and verifi
cation datasets that the RMSE values decreased by 2.4 d for the simu
lations of maturity date and 245 kg ha− 1 for yield, but slightly increased 
by 0.2 d for anthesis date. Overall, the results showed that growth and 
yield of all maize cultivars could be correctly simulated at the eight sites. 

3.2. Sensitivity of maize yield to weather variables 

Simulated yields responded well to variations of weather variables at 
the eight sites in the Loess Plateau (Fig. 4). Maize yields simulated with 
actual historic precipitation were much more dispersed than those with 

actual solar radiation or temperature. In addition, the average yields 
simulated with different ensembles of weather variables were less than 
7000 kg ha− 1 at the Xinzhou and Yuncheng in Shanxi Province (Fig. 4c 
and d). Compared with precipitation, solar radiation and temperature 
generated smaller variations in yield simulations in the Loess Plateau. 
Generally, precipitation was the main determinant for maize yield in 
most areas of the Loess Plateau. 

3.3. Dynamic within-season predictions of rainfed maize yield 

Maize growth at the Yulin site in Shaanxi Province in the 2010 
growing season was taken as an example to show the yield prediction 
based on the fusion of 50-year historical records with newly measured 
weather data from a local weather station (Fig. 5). In general, the yield 
predictions were widely scattered during the early part of the growing 
season and converged to the actual yield in the later part of the growing 
season. The prediction uncertainty did not decrease immediately with 
the introduction of actual weather data in the synthesized weather se
ries. For example, at 10, 30, and 60 days after planting, the predicted 
yield ranges were 2274–12,633, 3118–12,530, and 2098–12,289 kg 
ha− 1. In contrast, the predicted yields converged rapidly to the actual 
yield value and remained relatively stable after maize tasseling. For 
example, the forecasted yield ranges were 3861–12,368, 5994–10,606, 
and 6546–8139 kg ha− 1 at 70, 90 and 110 days after planting, respec
tively. The mean value of the coefficient of variation (CV) of daily pre
dictions was 20.2% from planting to tasseling and 5.7% from tasseling to 
harvest. Additionally, errors in daily yield prediction showed a similar 
trend as the prediction uncertainty. The mean value of ARE of daily 
predictions was 23.8% from planting to tasseling and 6.6% from tas
seling to harvest. Both CV and ARE were less than 15% at 85 days after 
planting (about 50 d before harvest). The final ARE value was 4.0% on 
the harvest day. In addition, yield predictions were not equally 
distributed on each day with the most of the values falling in the 
concentrated range of 7000–11,000 kg ha− 1. The concentrated range 
was 9500–11,000 kg ha− 1 before tasseling and 7000–8000 kg ha− 1 after 
tasseling. Similar results were also obtained for the other seven sites 
(Fig. S1). 

3.4. Yield prediction with weather data from different lengths of leading 
years 

Weather data from five different lengths of leading years were used 
to predict maize yield at the Yuling site in Shaanxi Province in 2010 
(Fig. 6). In general, yield predictions with different weather ensembles 
varied during the early growing season. Similar yields were predicted 
with weather data from 40 to 30 years before planting. For the yield 
predictions made at 50 days after planting, the smallest errors were 
obtained by the 5-leading-year weather data. However, the prediction 
errors with this group of weather data increased with time, and ulti
mately produced the worst yield prediction at 65 days after planting. 
The results indicated that great uncertainty in yield prediction would be 
generated with the weather data from five years before the planting 
year. This result was mainly a product of the limited weather types 
contained in the five-year weather data. In addition, the differences 
among yield predictions using weather data from different lengths of 
leading years declined with the advancement of the growing season, and 
almost all predictions converged to the same value after maize tasseling. 

Yield predictions simulated with weather data from different lengths 
of leading years were then obtained for all eight sites in 2006–2010 
(Figs. 7 and S2). For the simulations using weather data of leading years 
greater than five years, the maximum values and the 95th-percentile of 
ARE values were decreased, but the median values were increased when 
the leading years became closer to the planting year. The smallest me
dian ARE value (11.1%) was produced by the simulations using the 40- 
leading-year weather data. The smallest 95th-percentiles, 75th-percen
tiles, and mean ARE values were achieved with simulations using the 5- 
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leading-year weather data. Nevertheless, more extreme values were also 
predicted with 5-leading-year weather data since the largest range of 
ARE (0–71.2%) was found for the predictions with this weather 
ensemble, indicating great uncertainty in maize yield predictions with 
limited weather types (Fig. 7). 

The weather data from five years before planting provided the most 
days (a total of 1566 d) with the minimum ARE in daily yield pre
dictions, followed by the 10-, 40-, 20-, and 30-leading-year weather data 
(Table 1). Generally, yield predictions with the 30- and 20-leading-year 
weather data produced similar numbers of days with the minimum 
prediction ARE. The 40-, 30-, and 20-leading-years weather data sepa
rately produced zero days with the minimum prediction ARE in at least 
four growing seasons (gray-shaded cells in Table 1). In the contrast, the 
10- and 5-leading-year weather data produced zero days with the min
imum prediction ARE in only one growing season. Hence, both the 10- 
and 5-leading-year weather data before planting produced more reliable 
yield predictions. Taking into account the extreme ARE values generated 
by the 5-leading-year weather data, weather data from 10 leading years 
before the planting year was selected as the optimal weather ensemble 
in this study. Furthermore, the k value in the k-NN algorithm was also set 
as 10 to select the analogue wheat years for future comparisons between 
the two alternative strategies. 

3.5. Comparisons of yield predictions with analogue years selected with 
different k-NN algorithms 

The 10 analogue years selected with different k-NN algorithms 
generated different daily yield prediction errors (Fig. 8). Compared with 
the analogue years selected with the modified k-NN algorithm, the 
analogue years selected with the original k-NN algorithm based on the 
similarity of daily weather variables produced the largest variation 
(0–66.3%) and average value (12.3%) of the ARE. Generally, there was 
no obvious difference among the prediction errors based on the 
analogue weather selected with the modified k-NN algorithm using 
accumulative weather variables. The average ARE values ranged from 
11.5% to 11.8%. For the modified k-NN algorithm with single accu
mulative weather variable (Combination I), the yield predictions with 
the analogue a weather selected with accumulative precipitation (P) 
produced the smallest range and average value (11.5%) of ARE. The ARE 
values were 11.7% and 11.8% for the yield predictions with the 
analogue selected with the single accumulative solar radiation Rs and 
thermal time T, respectively. For the combinations with two accumu
lative weather variables (Combination II), the prediction errors of single 
Rs and T did not decrease even after combining with the P variable, since 
the yield prediction errors based on accumulative Rs + P (average ARE of 
11.7%) and T + P (average ARE of 11.8%) remained essentially the same 
(Fig. 7). In contrast, the combination of Rs + T reduced the yield pre
diction ARE by 0.1% compared with the single Rs or T. For the combi
nation with three weather variables (Combination III), the inclusion of 
the P variable did not reduce the yield prediction errors since the same 
ARE value (11.6%) was obtained by both combinations of Rs + T and Rs 
+ T + P. 

The weather data of analogue years selected based only on accu
mulative precipitation produced the most days (a total of 1113 d) with 
the minimum ARE in daily yield predictions (Table 2). However, the 
number of days with the minimum ARE value decreased with the 
increasing number of weather variables used in the selection of analogue 

(caption on next column) 

Fig. 3. Observed and simulated anthesis dates (a), maturity dates (b), and grain 
yields (c) for the calibration and verification datasets at eight agro- 
meteorological stations in the Loess Plateau in the 2006–2010 growing sea
sons. The red-filled circles and blue-filled squares show the calibration and 
validation datasets, respectively. The gray dashed line is the 1:1 line. RMSEc 
and RMSEv represent the root mean square errors (RMSE) in the calibration and 
validation datasets, respectively (For interpretation of the references to color in 
this figure legend, the reader is referred to the web version of this article.). 
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weather. The numbers of days with the minimum-ARE were greater than 
800 d for the single weather variable, 200–600 d for the combinations of 
two weather variables, and only 135 d for the combination of three 
weather variables. In addition, the weather variable combinations of Rs 
+ P and Rs + P + T produced zero days with the minimum ARE in daily 
yield predictions in six and nine different growing seasons (gray-shaded 
cells in Table 2), respectively. Yield predictions with the original k-NN 
algorithm produced the second largest number of days with minimum 
ARE in daily predictions (Table 2), although the original k-NN algorithm 
generated the largest ARE range and average value (Fig. 8). Generally, 
the k-NN algorithm based on accumulative precipitation was the most 
effective and reliable for selecting analogue years to predict maize yield 
in this study. This finding was consistent with the sensitivity analysis of 
maize yield to weather variables (Fig. 4) since maize yield was mainly 
affected by the seasonal precipitation in the Loess Plateau. Finally, the 
modified k-NN algorithm based on accumulative precipitation was 
selected as the optimal k-NN strategy (k = 10) to select the 10 analogue 

weather years. 

3.6. Comparisons between yield predictions with the two strategies of 
analogue weather selection 

With the weather data separately from the 10-leading historical 
years before planting (identified as 10 leading years for brevity) and the 
10 analogue years selected with the modified k-NN algorithm based on 
accumulative precipitation (identified as the modified k-NN algorithm 
for brevity), the corresponding maize yield predictions were then 
compared with the original yield predictions with 50 year historical 
weather records (Fig. 9). For maize yield predictions with the 10-lead
ing-year weather data, average ARE values were smaller than the orig
inal predictions at six of the sites, only except for Yuncheng in Shanxi 
Province (Fig. 9d) and Qingyang in Gansu Province (Fig. 9g). Especially, 
the prediction accuracy based on this weather ensemble was most 
greatly improved at the Yulin site in Shaanxi Province since the ARE 

Fig. 4. Variations of maize yields simulated with three different weather variables (Rs, T, and P) at eight agro-meteorological sites (a-h) in the Loess Plateau in 
1961–2010. When simulating maize yield response to a given weather variable, the remaining weather variables were replaced by their corresponding multiple mean 
values. The maximum and minimum temperatures were considered as one variable (T) and replaced together by their means to avoid contradictions. Medians are the 
horizontal lines within the boxes. The upper and lower edges of the boxes represent the 75th and 25th percentiles, and the whiskers are the 95th and 5th percentiles. 
The same explanation applies to subsequent box plots. 

S. Chen et al.                                                                                                                                                                                                                                    



Agricultural and Forest Meteorology 315 (2022) 108810

9

value decreased by 8.4% (Fig. 9a). In addition, large differences were 
found before maize tasseling between the yields predicted with the 
entire set of 50 historical years of weather records and the 10-leading- 
year weather data. For maize yield predictions with the modified k- 
NN algorithm, six sites showed smaller average ARE than the original 
yield predictions. However, worse yield predictions were obtained at the 
Yulin site in Shaanxi Province (Fig. 9a) and at the Yanchi site in Ningxia 
Province (Fig. 9f). Furthermore, the prediction accuracy based on 
weather data from analogue years was most greatly improved at the 
Jingyuan site in Gansu Province since the ARE value decreased by 2.5% 
(Fig. 9h). Generally, the two strategies of analogue weather selection all 
improved yield prediction accuracies since the ARE values decreased at 
most sites in the Loess Plateau in 2010. However, maize yield pre
dictions with the 10-leading-year weather data produced smaller ARE 
values than the predictions with the modified k-NN algorithm at five 
sites. Moreover, larger prediction errors based on the modified k-NN 
algorithm occurred mainly in the early part of the growing seasons 
(Fig. 9a, c, d, f, and h). Finally, there were no obvious differences among 
the yield predictions with different weather ensembles after maize tas
seling stage. 

4. Discussion 

4.1. Within-season yield predictions with dynamically merged weather 
data 

In this study, the CERES-Maize model was used in dynamic within- 
season maize yield predictions at eight agro-meteorological observa
tion sites in the Loess Plateau. Generally, good performance was pro
vided at all of these sites in both model calibration and validation stages 
in most years. It was noteworthy that one set of cultivar genetic pa
rameters was used to represent the similar cultivars sown at each site 
since different cultivars were planted in the five-year experiments. 
Hence, the data point with large simulation errors might result from the 
variation of sown cultivar. 

Weather data series covering the entire growing season is essential 
for within-season crop yield predictions with crop models. Daily real- 
time meteorological variables have become readily accessible with the 
popularity of low-budget, micro-weather stations. Hence, attention has 

Fig. 5. Dynamic within-season predictions of maize yield (a) and the prediction 
errors (b) at the Yulin site in Shaanxi Province during the 2010 growing season. 
The red solid line and blue dashed line represent the observed yield and tas
seling date, respectively. The blue dots, green-filled squares, and red-filled 
circles indicate daily predicted yield, CV (coefficient of variation) values, and 
ARE (absolute relative error) values. The subscripts of ‘bt’ and ‘at’ represent the 
CV and ARE values before tasseling and after tasseling stage of maize, respec
tively (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.). 

Fig. 6. Dynamic within-season predictions of maize yield at the Yulin site in 
Shaanxi Province in 2010 with weather data from different lengths of leading 
years. The red solid line and the orange dotted line represent the observed and 
simulated maize yields, respectively. The blue dashed line indicates the maize 
tasseling date. The circles, down-triangles, squares, diamonds, and up-triangles 
show the maize yield predictions with the weather data from 40, 30, 20, 10, and 
5 leading years, respectively, before the planting year (For interpretation of the 
references to color in this figure legend, the reader is referred to the web 
version of this article.). 

Fig. 7. Distributions of the absolute relative error (ARE) of daily maize yield 
predictions with weather data from different lengths of leading years at eight 
sites in the Loess Plateau in 2006–2010. The red-marked values above boxplots 
show the average values (red line within boxplot). The elements of the boxplots 
are the same as described in Fig. 4 (For interpretation of the references to color 
in this figure legend, the reader is referred to the web version of this article.). 
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been focused on the generation of reliable weather data between the 
prediction date and the harvest date. Previous studies have used sea
sonal weather forecasts (e.g., weather generators, GCMs/RCMs) to 
represent the unknown future weather (Bakker et al., 2013; de Wit et al., 
2010; de Wit and van Diepen, 2007; Mavromatis, 2016). However, crop 
yield forecasts based on historical weather data tend to be more effective 
than seasonal weather data predictions (Prakash et al., 2019) because 
they avoid the errors associated with simplified mechanisms and 
downscaling processes seen with the use of climate models (Goel and 
Dash, 2007). In this study, site-specific multi-year weather data were 
joined with daily measured weather data to dynamically predict maize 
yields at eight different sites in the Loess Plateau of China in the 
2006–2010 growing seasons. The results showed that errors in daily 
yield predictions, represented by ARE values, were less than 10% at 

about 50 d before maturity at most sites (Fig. S1), and therefore this 
method could provide valuable time for decision making with regard to 
field management practices. 

The formation of maize grain yield is determined by the genotype ×
environment × management interactions. Final maize yield in the Loess 
Plateau was mainly determined by weather conditions, especially pre
cipitation since no supplemental irrigation was applied during the 
growing season. Hence, the uncertainty in dynamic within-season pre
dictions of maize yield was assumed to decrease with the increase of 
actual weather data in the weather data series. However, predicted 
yields were widely scattered during the early part of the growing seasons 
until the date of maize tasseling (Figs. 4 and 5). These results are similar 
to yield predictions for wheat in Europe and New Zealand conducted by 
Lawless and Semenov (2005). Chen et al. (2020) also reported that 

Table 1 
Frequency of days with the minimum prediction ARE (absolute relative error) in daily maize yield predictions based on weather data from different lengths of leading 
years before planting year at eight sites in the Loess Plateau in 2006–2010. The gray-shaded table cells show zero days with the minimum prediction ARE produced by 
the corresponding weather data in the growing season.  

Note: 
aSince different weather ensembles produced almost the same yield predictions in the later part of the maize growing seasons (after tasseling stage), only the days with 
different yield predictions were selected for the comparisons. 
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uncertainty in maize yield prediction declined after maize tasseling 
mainly because of the fully developed canopy established at later 
vegetative growth that determined the maximum radiation interception 
capacity. However, the great errors and uncertainties in early part of 
growing seasons need to be further reduced to improve within-season 
yield prediction by crop models. 

4.2. Performance of the weather data from different lengths of leading 
years 

Obvious changes of meteorological variables have been observed in 
the Loess Plateau of China over time. The warmer climate has also 
resulted in obvious changes in crop phenology in this region (He et al., 
2015). Wang et al. (2012) reported that annual mean temperature 
increased by 1.9 ◦C while annual mean precipitation reduced by 29 mm 
in the Loess Plateau. Thus, there might be less difference between the 
weather conditions in the planting year and the several leading years 
before it. In this study, weather data from five different lengths of 
leading years (40, 30, 20, 10, and 5 years) were joined with real-time 
weather measurements to drive the CERES-Maize model to dynami
cally forecast maize yield in the Loess Plateau. When the leading years 
became closer to the specified year of interest, yield prediction errors 
decreased with the corresponding weather data. Hence, the smallest 
average ARE value was obtained when simulations were done with 
weather data from five leading years before planting. However, the 
largest range of ARE was also generated in daily yield predictions with 
this weather ensemble. This was mainly due to the limited weather 
patterns contained in the five years. Considering the effectiveness and 
reliability of yield prediction, we selected the 10-leading years as the 
optimal leading-year strategy for weather data fusion with current 
weather for within-season yield predictions. Wang et al. (2017) used the 
same method to predict cotton yield in Xinjiang in China. They also 
found that the smallest prediction errors were obtained with the weather 

data of 10 leading years ahead of planting. However, they only con
ducted predictions once a month during the 2017 growing season at a 
single site. The findings in this study provide more reliable evidence for 
the validity of using weather data from the 10 leading years before 
planting for within-season yield predictions. 

4.3. Performance of the analogue weather selected with the k-NN 
algorithms 

The k-NN algorithm has been widely used for selecting analogue 
weather data due to its simple calculation process for Euclidean distance 
(ED) (Buishand and Brandsma, 2001; Rajagopalan and Lall, 1999). 
Bannayan and Hoogenboom (2008a) used the k-NN algorithm to 
develop a tool for daily weather prediction and evaluated it at 16 
different sites. They reported that the k-NN algorithm was promising for 
the prediction of solar radiation, maximum and minimum temperatures. 
However, poor performance was found for precipitation prediction. 
Additionally, the same amount of precipitation on two different adjacent 
days might cause large ED in analogue year selections, but had very 
similar effects on crop growth. Thus, years with temporally close but 
different distributions of precipitation might be grouped into different 
weather patterns. However, precipitation events on different but close 
dates might generate very slight difference in crop growth. In this way, 
yield predictions with weather data of analogue years selected with the 
original k-NN algorithm could generate large prediction errors (Fig. 8). 
Chen et al. (2017) modified the original k-NN algorithm by using the 
seven-day moving-average values to represent the daily values of each 
weather variable (i.e., Rs, Tmax, Tmin, and P) in the calculation of daily 
ED. Compared with the original k-NN algorithm, the modified k-NN 
algorithm produced smaller prediction errors on most of the prediction 
dates at three sites in Shaanxi Province in northwest China. However, 
the modification was time-consuming because more processes were 
introduced into the selection of analogue years. In this study, we further 
modified the original k-NN algorithm by calculating ED with the accu
mulative values of relevant weather variables from the planting date to 
the prediction date. Analogue years were selected based on a single ED 
value rather than a series of daily ED values, thereby dramatically 
reducing the prediction errors and consumption time. 

In the modified k-NN algorithm based on different combinations of 
accumulative values of weather variables, prediction errors were the 
smallest with the analogue years selected based only on accumulative 
precipitation. Yield prediction errors were not reduced by introducing 
other weather variables in the process of analogue year selection. The 
results of sensitivity analysis demonstrated that precipitation was the 
greatest determining meteorological factor influencing maize yield in 
the Loess Plateau. Greater weight should be given to precipitation in the 
calculation of ED to improve yield prediction accuracy considered the 
importance of precipitation in rainfed yield formation. In addition, the 
k-NN method relies on the assumption that the actual weather data 
observed in the target year could be a replication of weather recorded in 
the past (Bannayan and Hoogenboom, 2008b). However, this assump
tion could be invalid in growing seasons with extreme weather events. 

4.4. Comparisons between yield predictions with weather data from entire 
historical records and analogue years 

Compared with the original yield predictions obtained using the 
entire set of historical weather records, both the weather data from 10 
leading years before planting and the 10 analogue years selected with 
the modified k -NN algorithm could dramatically reduce the errors and 
time consumption in within-season predictions of rainfed maize yield in 
the Loess Plateau. However, we also found that it was more convenient 
to use the weather data of 10 leading years to represent the unknown 
weather data after the prediction dates. This strategy provided reliable 
prediction accuracy without complex programming and requirement for 
long-term weather records. However, the strategy of using weather data 

Fig. 8. Absolute relative errors (ARE) of daily maize yield predictions with the 
weather data of analogue years selected with the original k-NN algorithm and 
the modified k-NN algorithm based on different combinations of accumulative 
weather variables at eight sites in the Loess Plateau in 2006–2010. The red- 
marked values above boxplots show the average values (red line within box
plot). The x-axis label Original k-NN represents the original k-NN algorithm that 
was used to select analogue-weather years based on the similarity of daily 
weather variables. Labels Rs, T, and P represent weather variables of solar ra
diation, temperature, and precipitation, respectively. The elements of boxplots 
are the same as described in Fig. 4 (For interpretation of the references to color 
in this figure legend, the reader is referred to the web version of this article.). 
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from an optimal number of leading years assumes that there have been 
no obvious or major changes in climate conditions over time, and that 
assumption could be invalid in years with extreme weather events. For 
maize yield predictions with crop models using weather data from 
analogue years selected with the modified k-NN strategy based on 
accumulative precipitation, worse predictions were mainly generated 

during the early part of maize growing seasons. This was mainly due to 
the limited weather observations that could be used to select analogue 
weather patterns in this period. As time advanced into the growing 
season, the k-NN algorithm provided more reliable predictions. In recent 
studies, the GCMs/RCMs were also used for crop yield predictions (Jha 
et al., 2019; Prakash et al., 2019). In future investigations, we want to 

Table 2 
Frequency of days with the minimum prediction ARE based on the weather data from analogue years selected with the modified k-nearest neighbor (k-NN) algorithm 
based on different combinations of weather variables at eight sites in the Loess Plateau in 2006–2010. The k value in the k-NN algorithm was set as 10. The gray-shaded 
table cells show zero days with the minimum prediction ARE produced by the corresponding weather data in the growing season. Label symbols Rs, T, and P represent 
weather variables of the accumulative global solar radiation, temperature, and precipitation, respectively.  

Notes: 
aBecause different weather ensembles produced almost the same yield predictions in the later part of the growing seasons (after maize tasseling stage), only the days 
with different yield predictions were selected for the comparisons. 
bThe modified k-NN algorithm selected the analogue years weather based on seven different combinations of three accumulative weather variables (e.g., accumulative 
solar radiation, accumulative precipitation, and thermal time). 
cThe original k-NN algorithm selected the analogue years based on daily values of four weather variables (e.g., maximum temperature, minimum temperature, solar 
radiation, and precipitation). 
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Fig. 9. Absolute relative error (ARE) values of daily maize yield predictions based on two alternative strategies of analogue weather selection and the original 
predictions at eight sites (a-h) in the Loess Plateau in the 2010 growing season. The green-filled circles show the ARE for yields predicted with the weather data of 10 
leading years before the planting year (ARE10). The red-filled squares show the ARE for yields predicted with the weather data of 10 analogue years selected with the 
modified k-NN algorithm based on accumulative precipitation (AREk-NN). The black solid lines show the ARE for the original predictions with the entire 50 years of 
historical weather data (ARE50). The blue dashed lines show the dates of maize tasseling stage (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.). 
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employ short-term weather forecasts to generate seasonal weather series 
in a “real-time measurements + short-term prediction + historical re
cords” strategy. In this way, the timeliness and accuracy of 
within-season yield predictions could be expected to improve further. 

5. Conclusions 

In most yield prediction studies using crop models, the quality of 
generated unknown weather data plays an important role in improving 
or worsening the prediction accuracy. In this study, two alternative 
solutions were provided for the generation of unknown future weather 
data after a given yield prediction date. The first solution used weather 
data from different lengths of leading historical years before the planting 
year. The second solution used weather data from the analogue years 
selected with the modified k-nearest neighbor (k-NN) algorithm based 
on eight different combinations of accumulative values of four weather 
variables. For within-season maize yield predictions, lager uncertainties 
and errors appeared in the early part of maize growing season but 
decreased obviously after maize tasseling stage (about 50 d before 
maturity date). Compared with the predictions using the entire 50-year 
weather data, maize yield predicted with the weather data from 10 
leading years before planting provided higher estimation accuracy, with 
an average ARE of 11.7%. Using the analogue years selected with the 
modified k-NN algorithm based on accumulative values of weather 
variables produced smaller average ARE values than the original k-NN 
algorithm based on the similarity of daily values of the weather variables 
involved. The analogue years selected based on accumulative precipi
tation produced the smallest prediction error, with an average ARE of 
11.5%. Both of the two alternative solutions reduced prediction errors 
and time consumption compared to the original yield predictions using 
the entire weather records. However, the modified k-NN algorithm was 
more likely to generate worse predictions in the early growing seasons 
due to the limited weather data used for analogue year selection. 
Generally, the weather data from 10 leading historical years before the 
planting year might be a more user-friendly method since it was less 
complicated and computation time saving. 
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