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A B S T R A C T   

Accurate estimation of reference evapotranspiration (ET0) is of great importance for regional water resources 
planning and irrigation scheduling. The FAO56 recommended Penman-Monteith (P-M) model is widely adopted 
as the standard method for ET0 estimation, but its application is usually restricted by limited meteorological data 
worldwide, especially global solar radiation (Rs). This study provided two possible solutions to deal with the 
missing Rs data in ET0 estimation in China mainland. In the first solution, Rs data were estimated with the 
Ångström-Prescott (A-P) formula and daily sunshine hours. The values of two A-P formula fundamental co
efficients a and b were obtained through three ways: (1) estimated based on limited Rs measurements at 80 solar 
radiation measurement stations (or site-calibrated); (2) recommended by the FAO-56 manual (or FAO- 
recommended); and (3) estimated based on the altitude and latitude of each weather station through the sup
port vector machine algorithm (or SVM-estimated). The second solution used the SVM algorithm and available 
weather variables without Rs. The results showed that the FAO-recommended coefficients a and b were sepa
rately overestimated and underestimated in China mainland, which generated the largest simulation errors of Rs. 
However, the transfer errors from Rs estimations to ET0 estimations were reduced by using the P-M model for all 
of the three kinds of coefficients. Compared with the Rs-based models, the estimation accuracy of the SVM-ET0 
model yielded the highest accuracy both at the training stage (R2 = 0.979; RMSE = 0.273 mm d− 1) and the 
testing stage (R2 = 0.973; RMSE = 0.302 mm d− 1). Generally, both the P-M and the machine-learning-based 
methods could be used for the ET0 estimation, when only Rs data were missing. However, considering the 
complexity in the programming, the P-M model combining with the A-P formula with the SVM-estimated A-P 
coefficients is recommended for daily ET0 estimation in China.   

1. Introduction 

In current estimations of reference evapotranspiration (ET0), the 
FAO56 recommended Penman-Monteith (P-M) model has been consid
ered as the standard method and widely applied in diverse areas and 
climates around the world (Allen et al., 1998; Gavilán et al., 2007; 

López-Urrea et al., 2006). However, multiple weather variables are 
required when using the Penman-Monteith model to estimate ET0, 
including global solar radiation (Rs), wind speed, air temperature, and 
vapor pressure. Due to the high costs of establishment and maintenance 
of solar radiation observation equipment, usually only a few weather 
stations could directly measure solar radiation. The sparse solar 
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radiation observation stations, especially in developing countries, 
greatly hindered the application of the Penman-Monteith model (Wu 
et al., 2019). For instance, only about 130 stations have solar radiation 
measurement among the more than 2000 normal weather stations run 
by the China Meteorological Administration in China mainland (Fan 
et al., 2019a). Therefore, the applications of the Penman-Monteith 
model in larger area have to first deal with the scarcity of solar radia
tion data in China. 

The estimation of Rs has been carried with various methods, 
including the linear interpolation of available limited Rs observations 
(Rivington et al., 2006), remote-sensing land surface temperature 
(Şenkal, 2010), process-based radiation transfer models (Gueymard, 
2001), and statistical relations between Rs and temperature or sunshine 
durations (Bristow and Campbell, 1984; He et al., 2020). However, 
considering data requirement and computation cost, empirical models 
based on accessible meteorological variables have still been widely used 
in Rs estimations, where the involved meteorological variables mainly 
include sunshine (Ångström, 1924; Prescott, 1940), cloud cover (Izio
mon and Mayer, 2002; Sabziparvar and Shetaee, 2007), temperature 
(Hassan et al., 2016; Richardson, 1981), and precipitation (Adaramola, 
2012). Among the different empirical models, the Ångström-Prescott 
(A-P) formula has been widely adopted to estimate Rs due to its simple 
linear relationship and limited model inputs. The empirical coefficients 
a and b of the A-P formula, which separately represent the fraction of 
extraterrestrial radiation reaching the earth’s surface on overcast days 
and the additional fraction of extraterrestrial radiation reaching the 
earth’s surface on a clear day, must be obtained first before using the 
formula to estimate Rs. 

If there were no enough solar radiation measurements available for 
the calibration of the A-P formula coefficients, some default values (e.g. 
a = 0.25 and b = 0.50) were usually suggested for most areas (Allen 
et al., 1998). However, previous studies have reported notable spatial 
variations in a and b coefficients of the A-P formula. Mousavi et al. 
(2013) calibrated the a and b coefficients 17 solar radiation observation 
sites in Iran and found that the coefficient a varied from 0.16 to 0.42 
(mean value = 0.24) and the coefficient b varied from 0.42 to 0.69 
(mean value = 0.53). However, obvious differences in a and b co
efficients were found in another study in the same country. Mohammadi 
et al. (2016) obtained larger a values (mean value > 0.31) and smaller b 
values (mean value < 0.32) in two coastal cities in south Iran. Adar
amola (2012) calibrated the a and b coefficients for eight cities in 
Nigeria and found that a ranged from 0.17 to 0.31 and b ranged from 
0.31 to 0.75. 

Great variations in A-P coefficients were also found in China. Liu 
et al. (2009) calibrated the a and b coefficients with daily Rs measure
ments in the Yellow River basin in northern China and their calibrated a 
ranged from 0.11 to 0.29 (mean value = 0.21) and b from 0.50 to 0.69 
(mean value = 0.56). They further estimated the a and b coefficients for 
80 weather stations with solar radiation measurement in China main
land and found the similar results in which a varied from 0.11 to 0.30 
and b varied from 0.48 to 0.69, respectively (Liu et al., 2012). Wu et al. 
(2011) evaluated Rs estimation with the a and b formula in northeast 
China based on Rs measurements at 13 different weather stations. Their 
calibrated coefficients a and b varied from 0.16 to 0.35 and 0.40 to 0.62, 
respectively. In general, the uncertainties in the a and b coefficients 
might cause great errors in Rs estimation in a large area. Additionally, if 
the Rs values, which were estimated with the default a and b coefficients 
(e.g. a = 0.25 and b = 0.50) recommended by FAO-56 document, were 
further used to drive the Penman-Monteith model, error propagation 
would occur in ET0 estimations. Therefore, correct re-estimation of the a 
and b coefficients according to the local specific weather conditions is 
essential for minimizing the errors in Rs estimations and further in ET0 
estimations that were based on the Penman-Monteith model and esti
mated Rs data (Sabziparvar et al., 2013; Yin et al., 2008). 

The a and b coefficients were usually estimated through linear re
gressions based on a single factor (Hassan et al., 2016; Rietveld, 1978) or 

different factor combinations (Jin et al., 2005; Liu et al., 2009). How
ever, traditional empirical regression models were unable to deal with 
the complex non-linear relationship among variables (Kisi and Parmar, 
2016). Beside, the data requirements of empirical models could not al
ways be met in model calibration and validation processes since mete
orological data were always incomplete and solar radiation 
complicatedly distributed in big developing countries such as China 
(Ming et al., 2015). Recently, machine learning methods have been 
gradually employed in Rs and ET0 estimations due to the flexible com
bination of input variables and high accuracy (Fan et al., 2020, 2019b; 
Wang et al., 2017). Among the various machine learning methods, 
support vector machine (SVM), which was developed based on statisti
cal learning theory with the structural risk minimization principle 
(Vapnik, 1996), has been widely used in ET0 estimations. Chen et al. 
(2011) applied SVM and several empirical models to estimate Rs and 
found the SVM had smaller errors. Wen et al. (2015) compared SVM, 
artificial neural network (ANN), and three empirical models (Priest
ley-Taylor, Hargreaves, and Ritchie) in daily ET0 estimations and found 
SVM achieved the best performance. He et al. (2020) compared four 
different machine learning methods in Rs estimations in different cli
matic regions in China and found that SVM and extreme learning 
methods achieved more appropriate results. 

In this study, we used the SVM method to deal with the missing of Rs 
measurements in daily ET0 estimations in China. Two alternative solu
tions were provided. In the first one, daily Rs data were estimated with 
the A-P formula based on the differently derived a and b coefficients and 
then the estimated Rs data were used to estimated daily ET0 with the 
Penman-Monteith model. The differently derived a and b coefficients 
were then evaluated for their accuracies in Rs estimations. In the second 
solution, the SVM-ET0 model was established to directly estimate daily 
ET0 based on the SVM method and normally accessible weather vari
ables except for Rs. The main objectives were to (1) estimate the a and b 
coefficients of A-P formula through different ways in China mainland, 
(2) evaluate the errors in Rs and ET0 estimations caused by the un
certainties in the a and b coefficients of A-P formula, and (3) explore the 
possibility of direct daily ET0 estimation based on machine learning 
method and common meteorological data but without Rs measurements 
in China mainland. 

2. Materials and methods 

2.1. Study area and datasets 

According to the climatic regionalization of China by Song et al. 
(2011), China mainland was divided into four different climatic regions 
according to local temperature, precipitation, latitude, and longitude 
(Song et al., 2011; Fig. 1), which were the mountain plateau zone (MPZ), 
the temperate continental zone (TCZ), the temperate monsoon zone 
(TMZ), and the subtropical monsoon zone (SMZ). The average eleva
tions of the four climatic zones were 4236 m, 912 m, 288 m, and 611 m, 
for the MPZ, TCZ, TMZ, and SMZ, respectively. Large variations were 
found in average annual precipitation among the four climatic regions. 
The TCZ region, located in northwest China, has a dry climate and an 
average annual precipitation of 193 mm; the SMZ region is a humid 
region with an average annual precipitation of 1360 mm; and the MPZ 
and TMZ regions have average annual precipitations of 460 and 591 
mm, respectively. 

Two weather datasets were used in this study. This first dataset in
cludes daily measured Rs and other accessible weather variable mea
surements from 80 solar radiation observation stations in China (Fig. 1 
and Table S1). The second dataset only contains normal accessible 
weather variables that were observed at the rest 839 normal weather 
stations in China in 1960–2017 (Fig. 1). The accessible weather vari
ables in the two datasets include maximum temperature (Tmax, ◦C), 
minimum temperature (Tmin, ◦C), precipitation (P, mm), wind speed (U, 
m s− 1), relative humidity (RH,%), and sunshine hours (n, h). All of the 
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weather data involved were obtained from the China Meteorological 
Data Sharing Service System (http://cdc.cma.gov.cn/). 

2.2. ET0 estimation without Rs measurements 

In this study, daily ET0 was supposed to be estimated without readily 
measured Rs data. Two alternative solutions were established to esti
mate daily ET0 with or without Rs input (Fig. 2). In the first or Rs- 
dependent solution, the indirectly estimated Rs values combined with 
the other weather variables were used to drive the Penman-Monteith 
model to estimate daily ET0. Daily Rs was estimated through the A-P 
formula based on daily sunshine duration (n), daylength (N) and 
extraterrestrial radiation (Ra). In the second or Rs-independent solution, 
the SVM-ET0 model was established to directly estimate daily ET0 based 
on the SVM (support vector machine) machine learning method and 
several accessible weather variables except for Rs. 

2.2.1. Estimation of the a and b coefficients of the Ångström-Prescott 
formula 

Ångström-Prescott (A-P) formula: The original Rs estimation formula 
was proposed by Ångström (1924), which assumed a linear relation 
between the ration of Rs/Rs0 and the ratio of n/N, where Rs0 is clear-sky 
solar radiation. N could be estimated with Eq. (1). 

N = 24 × ωs/π (1)  

where ωs is the sunset hour angle, rad. Since Rs0 was difficult to obtain in 
most areas, Prescott (1940) suggested using Ra (extraterrestrial radia
tion) to replace Rs0 and thus obtained the famous Ångström-Prescott 
(A-P) formula (Eq. (2)). 

Rs

Ra
= a + b

n
N

(2)  

where a and b are coefficients that varied between 0 and 1, and the sum 
of these two coefficients is the clear sky transmissivity Liu et al., 2010); 
extraterrestrial radiation Ra could be estimated according to the Eqs. 
(3)–((6). 

Ra = (24× 60 / π)Gscdr(ωssinφsinδ+ cosφcosδsinωs) (3)  

dr = 1 + 0.033cos(2π × J / 365) (4)  

δ = 0.409sin(2π × J/365 − 1.39) (5)  

ωs = arccos( − tanφtanδ) (6)  

where Gsc is the solar constant of 0.082 MJ m− 2 min− 1; dr is the inverse 
square of the relative distance earth to sun; φ is the latitude, rad; δ is the 
solar declination, rad; and J is the day of the year. 

FAO recommended a and b coefficients: Therefore, the coefficient a and 
b must be obtained first before applying the A-P formula to estimate Rs 
values. Depending on atmospheric conditions (humidity, dust) and solar 
declination (latitude and month), the coefficients will vary. However, 
where no actual solar radiation data are available and no calibration has 
been carried out for improved a and b coefficients. However, various 
studies have pointed out the importance of re-estimating the two co
efficients in areas with significant differences in weather and 
geographical conditions. 

Site-calibrated a and b coefficients: Based on available daily observed n 
and Rs values from the 80 national meteorological stations with solar 

Fig. 1. Distribution of the 80 national meteorological stations with solar radiation observations (crosses for the training stage and tri-angles for the testing stage of 
the machine learning models) and 839 meteorological stations without solar radiation observations (black dots) but with long-term continuous normal meteoro
logical observations in the mainland of China. The whole China mainland is divided into four different climatic zones: the mountain plateau zone (MPZ), the 
temperate continental zone (TCZ), the temperate monsoon zone (TMZ), and the subtropical monsoon zone (SMZ). The acronyms are the same below. 
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radiation measurement in China mainland, site specific a and b co
efficients could be calibrated using the least square regression between 
Rs/Ra and n/N. Some scholars had indicated that the a and b coefficients 
were time independent (Almorox and Hontoria, 2004; Liu et al., 2009). 
The a and b coefficients estimated at different time scales could not 
significantly improve Rs estimation accuracy. Thus, we just estimated 
the time-independent a and b coefficients in this study. Long-term Rs 
measurements under various weather conditions were needed to cali
brate the Aa and b coefficients. Therefore, the calibrated a and b co
efficients were only available at the limited 80 national weather stations 

with direct Rs measurements. 
SVM-estimated a and b coefficients: The SVM (support vector machine) 

model established by Vapnik (1996) is a supervised machine learning 
method for data analysis and pattern recognition (Fig. 3), and it has been 
widely employed for estimations of Rs (Chen and Li, 2013; Fan et al., 
2018a; He et al., 2020). The SVM is based on the principle of structural 
risk minimization. Therefore, SVM can achieve small confidence inter
val and has a good generalization for future samples. SVM can more 
efficiently solve the problems of small samples, nonlinearity, and high 
dimensionality. In this study, the ‘kernlab’ package in R language 

Fig. 2. Flowchart of the two alternative solutions for daily ET0 estimation under the missing of Rs measurements. The Solution 1 used the Ångström-Prescott (A-P) 
formula to estimate Rs. Then, the estimated Rs values combined with the other weather variables were used to drive the Penman-Monteith model to estimate daily 
ET0. Three kinds of a and b coefficients of A-P formula were obtained and compared, which were derived based on the site-calibrated, the FAO-recommended and the 
SVM-estimated methods, respectively. The Solution 2 established the SVM-ET0 model to directly estimate daily ET0 through the SVM (support vector machine) 
method based on common meteorological variables, such as relative humidity (RH), daily maximum air temperature (Tmax), daily maximum air temperature (Tmin), 
sunshine duration (n), wind speed at 2 m above ground (u2), and extraterrestrial radiation (Ra). 

Fig. 3. General structure of the support vector machine (SVM) algorithm.  

S. Chen et al.                                                                                                                                                                                                                                    



Agricultural and Forest Meteorology 316 (2022) 108864

5

(Karatzoglou et al., 2004) was used to conduct the SVM-based solar 
radiation estimation. The main procedures of the estimation of the a and 
b coefficients with the SVM method were as follows. 

(1) The optimal combination of input factors for the SVM model. Sab
ziparvar et al. (2013) reported a good relationship between the 
geographic variables (altitude and latitude) and the A-P co
efficients. In China, Liu et al. (2014) established the regression 
functions between the A-P coefficients and altitude, latitude, and 
percent of sunshine. In this study, the combination of site-specific 
altitude and latitude was selected as input factors to establish 
SVM models for the estimation of the coefficient a and b.  

(2) Normalization of meteorological data at each weather station (Eq. 
(7)). 

xn =
xi − xmin

xmax − xmin
(7)   

where xn is the normalized data; xi is the raw data; xmax and xmin are the 
maximum and minimum values of the raw data.  

(1) Determination of the ranges of key parameters in the SVM method. 
The ranges of key parameters in SVM method were determined 
through the ‘trial-and-error’ approach and then the optimal 
parameter values were selected with the grid search approach, 
while the remaining parameters were set to their default values.  

(2) Train and test the SVM models to estimate the a and b coefficients 
based on the site-calibrated coefficient values. The site-calibrated a 
and b coefficient values from 50 randomly selected weathers 
stations with Rs measurements were used to establish the SVM 
model to estimate the a and b coefficients. Then, the site- 
calibrated a and b coefficient values from the rest 30 stations 
were used to test the established SVM model. To avoid the over- 
fitting problem at the training stages, we employed the 10-fold 
cross-validation method in the establishment of the estimation 
models. 

Estimation of the a and b coefficients for the 839 normal meteorological 
stations through the SVM model established above. Then, the geographic 
distributions of the coefficient a and b were generated through inter
polation of 839-site estimations for whole China mainland ((Fig. 3)). 

2.2.2. Rs estimation through the A-P formula with three kinds of a and b 
coefficients 

Daily Rs values were then estimated through the A-P formula with 
the site-calibrated, the FAO recommended, and the SVM-estimated a 
and b coefficients at the 50 train stations and 30 test stations, respec
tively. Then, the Rs values estimated with different A-P coefficients were 
compared with their corresponding observations so as to determine the 
accuracy of Rs estimation through the A-P formula with different kinds 
of a and b coefficients. 

2.2.3. ET0 estimations through the Penman-Monteith model with Rs input 
The standard Penman-Monteith model (or P-M equation, Eq. (8)) has 

been recommended as a standard method for ET0 estimation around the 
world by the Food and Agriculture Organization of the United Nations 
(FAO) (Allen et al., 1998). 

ET0 =
0.408Δ,Rn− G) + γ 900

Tmean+273u2(es − ea)

Δ + γ(1 + 0.34u2)
(8)  

where Rn is the net radiation above canopy, MJ m− 2 d− 1; 

G is the soil heat flux density, MJ m− 2 d− 1; 
γ is the air psychrometric, kPa ◦C − 1; 

Tmean is the mean daily air temperature, ◦C; 
u2 is the wind speed at 2 m above ground, m/s; 
es and ea are the saturation and actual vapor pressures, kPa; 
Δ is the slope of the vapor pressure curve, kPa ◦C − 1; 
Rn is calculated by the difference between Rns and Rnl (Eq. (9)). 

Rn = Rns − Rnl (9)   

where Rns is the net shortwave radiation (Eq. (10)), MJ m− 2 d− 1; Rnl is 
the net outgoing longwave radiation (Eq. (11)), MJ m− 2 d− 1. 

Rns = (1 − α)Rs (10)  

Rnl = σ
[

T4
max,K + T4

min,K

2

]

(0.34 − 0.14
̅̅̅̅̅
ea

√
)

(

1.35
Rs

Rso
− 0.35

)

(11)  

where α is albedo or canopy reflection coefficient, which is 0.23 for the 
hypothetical grass reference crop; σ is the Stefan-Boltzmann constant, 
4.903 × 10− 9 MJ K− 4 m− 2 day− 1; Tmax, K and Tmin, K are the maximum 
and minimum absolute temperature during the 24 h, respectively; Rs0 is 
the clear-sky solar radiation (Eq. (12)), MJ m− 2 day− 1. 

Rso = (a+ b)Ra (12)  

where a and b are the same coefficients in the A-P formula. In this way, 
daily ET0 values can be estimated with the Rs values estimated through 
the A-P formula with the three kinds of a and b coefficients mentioned 
previously. 

2.2.4. Direct ET0 estimation through SVM method without Rs inputs 
In this solution, we established the SVM-ET0 estimation models 

without using Rs inputs in each climatic zone. Additionally, we also 
employed three additional machine learning algorithms to establish the 
ET0 estimation models to assess the robustness of different machine 
learning methods. These three algorithms included the BP (back prop
agation) neural network, the Cubist model tree, and the ELM (extreme 
learning machine). However, we mainly showed the results of the SVM- 
ET0 model for the sake of brevity. The results of ET0 estimations based 
on the P-M model and Rs measurements were treated as the actual daily 
ET0 values due to the lack of ET0 observations. According to the number 
of stations located in each climatic region, the same proportional sta
tions were randomly selected from each region to train (50/80) and to 
test (30/80) the SVM-ET0 model. Then, similar meteorological variable 
combination (except for Rs) used in the P-M model was employed to 
establish the SVM-ET0 model. To avoid the over-fitting problem at the 
training stages, we employed the 10-fold cross-validation method in the 
establishment of the SVM-ET0 models. It was noteworthy that sunshine 
hour and extraterrestrial radiation were directly used in the establish
ment of SVM-ET0 models to avoid the possible errors in Rs estimations. 
Therefore, the final input variables included wind speed, sunshine hour, 
extraterrestrial radiation, maximum temperature, minimum tempera
ture, and relative humidity. Furthermore, daily ET0 estimations based on 
the SVM-ET0 models were compared with the estimations based on the 
Penman-Monteith equation at the same sites at both national and site 
scale. Two representative weather stations were randomly selected from 
each climatic zone for the comparison: Station 55299 and 56146 for the 
MPZ region; Station 51828 and 52681 for the TCZ region; Station 57461 
and 58238 for the SMZ region; and Station 53963 and 54342 for the 
TMZ region. Finally, the average daily ET0 was estimated through the 
established SVM-ET0 model for the 839 normal weather stations. The 
results were further interpolated to generate a national average daily 
ET0 distribution through the inverse-distance-weight interpolation 
method for whole China mainland. 
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2.3. Statistical indices 

Five commonly used statistical indices were used to assess the esti
mation accuracy of different variables, including coefficient of deter
mination (R2, Eq. (13)), root mean squared error (RMSE, Eq. (14)), 
normalized root mean square error (NRMSE, Eq. (15)), mean absolute 
error (MAE, Eq. (16)), and coefficient of variation (CV, Eq. (17)): 

R2 =

[∑n
i=1(Xi − X)(Yi − Y)

]2

∑n
i=1(Xi − X)2∑n

i=1(Yi − Y)2 (13)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(Yi − Xi)

2

√

(14)  

NRMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n

∑n
i=1(Yi − Xi)

2
√

X
× 100% (15)  

MAE =
1
n

∑n

i=1
|Yi − Xi| (16)  

CV =
1
X

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
(Xi − X)2

n − 1

√
√
√
√
√

(17)  

where Xi and Yi are the observation and estimation values at ith time 
step, respectively; X and Y are the average value of simulations and 
estimations, respectively;n is the number of samples. 

3. Results 

3.1. Evaluation of the a and b coefficients of A-P formula derived from 
different methods 

The a and b coefficient were first calibrated through linear regression 
for each of the 80 weather stations in the four climatic regions with 
direct Rs measurement (Table 1). The regional average values of coef
ficient a varied from 0.16 to 0.23, while the values of coefficient b varied 
from 0.54 to 0.59. The CV (coefficient of variation) values of coefficient 
a were greater than coefficient b both at regional and national scales, 
which indicated larger variations in coefficient a in large areas. 

Compared with the site-calibrated a and b coefficients in this study, the 
FAO recommended a relatively larger a but a smaller b value, especially 
in the SMZ (subtropical monsoon zone) region where a was over
estimated by 0.09 and b was underestimated by 0.08. Therefore, it was 
necessary to re-estimate the a and b coefficients of the A-P formula 
before applying it in Rs estimations in large area with complex geolog
ical and meteorological conditions. Beside, the SVM method estimated 
much better a and b coefficients for all of the four climatic zones. Dif
ferences between the site-calibrated and SVM-estimated coefficients 
were less than 0.02 for both coefficients in the four climatic zones. The 
CV values of SVM-estimated a and b coefficients were less than the site- 
calibrated a and b coefficients. Generally, the CV value of estimated b 
was less than the CV of estimated a. The results showed smaller spatial 
variations in the SVM-estimated a and b coefficients, particularly in the 
coefficient b. 

The SVM-estimated a and b coefficients were compared with the site- 
estimated coefficients for the 50 national weather stations with solar 
radiation measurement in the train stage and 30 weather stations in the 
test stage in the support vector machine (SVM) algorithm (Fig. 4). Good 
agreement was found between the site-calibrated and SVM-estimated 
values of coefficient a since most points concentrated to the 1:1 line 
(Fig. 4a). The ranges of site-calibrated and SVM-estimated values of 
coefficient a were 0.13–0.23 and 0.11–0.29, respectively. The RMSE 
values of train and test stage were 0.028 and 0.021, which showed great 
accuracy and stability of the SVM method in the estimation of coefficient 
a. However, the estimation errors in coefficient b were greater than 
those in coefficient a, especially at the train stage (RMSE = 0.040). The 
range of the SVM-estimated b values (0.53–0.58) was narrower than the 
site-calibrated range (0.48–0.68). The RMSE values of all of 80 stations 
involved were 0.026 for a and 0.036 for b. In addition, the FAO had 
recommended a larger a but smaller b value than the SVM-estimated 
values. 

The site-calibrated a and b coefficients for the 80 national weather 
stations with direct solar radiation measurements were then used to 
establish the SVM model to estimate site-specific a and b coefficients for 
the other 839 normal weather stations without direct solar radiation 
measurements and whole China (Fig. 5). Distribution of coefficient a 
values was obviously affected by geographic conditions (Fig. 5a). Larger 
site-calibrated and SVM-estimated a values were found in northern and 
western China, while smaller values were found in southern and eastern 
China (Fig. 5a and b). Compared with the coefficient a, distribution of 
coefficient b values was more fragmented and complicated with smaller 
values at high-latitude sites in northeast and northwest China. Gener
ally, higher a and b values concentrated in the Qinghai-Tibetan Plateau, 
which was consistent with the rich solar resources in this area (Fig. 5d 
and e). The interpolation with the Kriging method generated the primary 
general distributions of a and b in whole China mainland (Fig. 5c and f), 
which could provide a useful reference for solar radiation estimation 
with the Ångström-Prescott formula in China. 

3.2. Rs estimation using different A-P coefficients 

Estimated Rs through the A-P formula with the SVM-simulated a and 
b coefficients were compared with those with the site-calibrated and 
FAO-recommended values at both the train stage (50 weather stations 
involved; Table 2) and the test stage (30 weather stations involved; 
Fig. 6), respectively. In the train stage, the estimated Rs with SVM- 
simulated coefficients achieved the highest R2 (0.889) but lowest 
simulation errors (RMSE = 2.534 MJ m− 2 d− 1 and MAE = 1.853 MJ m− 2 

d− 1). The Rs estimation accuracy with SVM-estimated coefficients was 
better than those with the site-calibrated coefficients. Beside, the largest 
simulation errors were generated by the FAO-recommended a and b 
coefficients. At the test stage, the Rs estimation accuracy with SVM- 
estimated coefficients was less than those with site-calibrated co
efficients. The R2 values reduced from 0.889 to 0.875 while the RMSE 
values increased from 2.534 to 2.671 MJ m− 2 d− 1. Additionally, the 

Table 1 
Comparison among the FAO-recommended, the site-calibrated, and the SVM- 
estimated a and b coefficients of Ångström-Prescott formula at the 80 national 
weather stations with solar radiation observation in China mainland.  

Method Region Elevation(m) Coefficients of the Ångström- 
Prescott formula 

a b 

Mean CV a Mean CV 

FAO-recommended Whole Chinab 0.25  0.50  
Site-calibrated MPZ 4236 0.23 0.13 0.59 0.07 

TCZ 912 0.22 0.15 0.54 0.06 
SMZ 611 0.16 0.10 0.58 0.07 
TMZ 288 0.19 0.16 0.54 0.05 
Whole China 0.19 0.20 0.56 0.07 

SVM-estimated MPZ 4236 0.21 0.03 0.57 0.01 
TCZ 912 0.20 0.02 0.55 0.01 
SMZ 611 0.16 0.01 0.56 0.02 
TMZ 288 0.19 0.10 0.55 0.02 
Whole China 0.19 0.16 0.55 0.02 

Notes: 
a CV = coefficient variation 
b The whole China mainland is divided into four different climatic zones: the 

mountain plateau zone (MPZ), the temperate continental zone (TCZ), the 
temperate monsoon zone (TMZ), and the subtropical monsoon zone (SMZ). The 
acronyms are the same below. 

S. Chen et al.                                                                                                                                                                                                                                    



Agricultural and Forest Meteorology 316 (2022) 108864

7

distributions of the estimated Rs with SVM-simulated a and b coefficients 
were similar to the estimated Rs with site-calibrated a and b coefficients. 
However, Rs estimated with the FAO-recommended a and b coefficients 
overestimated Rs in the range 5–10 MJ m− 2 d− 1 (the red area under 1:1 
line in Fig. 6b). Compared with the FAO-recommended a and b co
efficients, the SVM-estimated a and b coefficients can provide more 
reliable and accurate estimations of Rs through the A-P formula in China. 

3.3. ET0 estimations with or without Rs input 

3.3.1. National scale evaluation of ET0 estimation 
The ET0 values estimated with and without Rs input were compared 

at the training stage (Table 3) and the testing stage of the SVM-ET0 
model (Fig. 7). For the estimated ET0 values through the P-M equation 
with three kinds of Rs estimations, the ET0-estimations based on the site- 
calibrated a and b coefficients achieved the highest estimation accuracy 
estimation. Beside, ET0 estimated based on the SVM-estimated a and b 
coefficients achieved a similar accuracy as the site-calibrated a and b 
coefficients, followed by the FAO-recommend a and b coefficients. 
Compared with ET0 estimations through the P-M equation with Rs input, 
directly estimated ET0 with the SVM method without Rs input (or SVM- 
ET0 model) yielded the highest R2 (0.979) but the lowest RMSE (0.282 
mm d− 1) and MAE (0.180 mm d− 1) values. Hence, the SVM-ET0 model 
provided the highest estimation accuracy at the training stage. 

The machine-learning-based estimation model was further tested at 
the rest 30 national weather stations with solar radiation measurements 
and the results were also compared with those through the P-M equation 
with Rs input derived from three kinds of Rs estimation methods (Figs. 7 
and S1, Table S1). Generally, ET0 estimations with the Rs input achieved 
stable accuracy. The values of R2 and RMSE of ET0 estimations of the 30 
weather stations were close to those of the 50 weather stations involved 
in the training stage of the SVM- ET0 model. Similar to the results at the 
training stages, the highest estimation accuracy was obtained by the 
machine learning models (Table S1), followed by the P-M models with Rs 
inputs estimated with the site-calibrated, SVM-estimated, and FAO- 
recommended values of A-P coefficients of a and b. The R2 and RMSE 
values of the SVM-ET0 model were 0.973 and 0.302 mm d− 1 at the 
testing stage (Fig. 7d). The data points were more concentrated than the 
ET0 estimations through the P-M model with Rs inputs derived from the 
three different methods. It was noteworthy that there was small differ
ence in ET0 estimations among the four machine-learning-based models 

(Fig. S1). The RMSE values were 0.302, 0.309, 0.305, and 0.306 mm d-1 
for the SVM-, BP-, Cubist-, and ELM-ET0 models, respectively. The stable 
performance indicated the great potential of machine learning algo
rithms in daily ET0 estimation. 

3.3.2. Site-scale evaluation of ET0 estimations 
ET0 estimations based on the SVM-estimated a and b coefficients 

were evaluated at eight randomly selected weather stations in the four 
different climatic zones in China mainland (Fig. 8). Good agreements 
were found between ET0 estimations based on the observed Rs and 
estimated Rs through the A-P formula with the SVM-estimated a and b 
coefficients since all of the linear-fitting slopes were close to 1.0. The R2 

values of these selected stations were all greater than 0.95, expect for the 
Station 55299 in the MPZ region (R2 = 0.909 and RMSE = 0.350 mm 
d− 1; Fig. 8a). However, the other station (Station 56146; Fig. 8b) in the 
same climatic zone achieved a much better simulation accuracy (R2 =

0.976 and RMSE = 0.202 mm d− 1). The smallest estimation errors were 
obtained in the TCZ zone, where the RMSE values were both close to 
0.21 mm d− 1 and the R2 values were equal to 0.989. 

In addition, the SVM-ET0 model was also evaluated at the same eight 
weather stations in the four different climatic zones in China mainland 
(Fig. 9). Compared with the ET0 estimations through the P-M model 
based on Rs input estimated with SVM-estimated A-P coefficients, the 
SVM-ET0 model provided slightly better estimations at six stations. 
Generally, the difference between these two methods was small. Similar 
to the ET0 estimations with Rs inputs, the smallest R2 was obtained at the 
Station 55299 in the MPZ zone (R2 = 0.914 and RMSE = 0.373 mm d− 1; 
Fig. 9a). The performance of the SVM-ET0 model was also poor at the 
other station in the MPZ (Station 56146; Fig. 9b). The values of R2 and 
RMSE were 0.957 and 0.340 mm d− 1. The results indicated some 
considerable uncertainty in direct ET0 estimation with the SVM-ET0 
model in the MPZ zone, where the topography and climate varied 
greatly. Generally, unbiased estimation errors were found in each cli
matic zone with the SVM-ET0 model since the ratios of the fitting 
functions were all close to 1.0. 

3.4. Estimated average annual ET0 in China mainland 

Average annual ET0 values estimated with the P-M model with Rs 
input were compared with the ET0 directly estimated with the SVM-ET0 
model without Rs input (Fig. 10). In this study, only the ET0 estimation 

Fig. 4. Comparisons among the site-calibrated, the FAO-recommended, and the SVM-estimated a and b coefficients of the Ångström-Prescott formula at the train 
stage (50 weather stations involved, red circles) and the test stage (30 weather stations involved, blue squares) stages in the support vector machine (SVM) algorithm 
in China mainland. The red triangles are FAO recommended A-P coefficients (a = 0.25 and b = 0.50). RMSEc and RMSEv represents the root mean square error in the 
train and test stage, respectively. RMSE represents the general root mean square error of both train and test stage. The gray dashed line is the 1:1 line. 
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with the Rs input based on the SVM-estimated a and b coefficients were 
selected from the three Penman-Monteith-dependent methods due to its 
satisfactory estimation accuracy and extrapolation ability. In general, 
these two methods obtained very similar pattern of ET0 variations. The 
ranges of ET0 values were 560–1838 mm year− 1 by the P-M equation 
with Rs input and 496–1826 mm year− 1 by the SVM- ET0 model without 
Rs input. Beside, similar spatial distributions of ET0 were also obtained 
by these two methods. The low- ET0 areas were mainly in the TMZ and 
SMZ zones in eastern China. The high- ET0 areas were mainly in the MPZ 

and TCZ zones in western China. However, the P-M model with Rs input 
slightly underestimated the ET0 in some large areas in China, especially 
in the SMZ and western TCZ. 

4. Discussion 

4.1. Main factors that affecting the a and b coefficients of A-P formula 

The variations in the a and b coefficients of the Ångström-Prescott 
formula resulted from both geographical location and weather condi
tions (Adaramola, 2012; Liu et al., 2014). The coefficient a represents 
the astronomical radiant fraction that reaches the earth’s surface on a 
cloudy day and is affected by weather conditions (e.g. humidity, con
centration of atmospheric particulates, and cloudiness) (Almorox and 
Hontoria, 2004). Previous studies have pointed out that the variations of 
coefficient a are mainly due to the altitude of target area (Chen et al., 
2006; Liu et al., 2019). In this study, larger values of the site-calibrated 
coefficient a were found in the middle- and high- latitude regions in 
northern and western China, where the altitudes were also higher than 
the areas in eastern and southern China (Fig. 5a). Coefficient b reflects 
the transport properties (aerosol density) of a cloudless atmosphere, 
affected by altitude, and depends mainly on the total water content and 
turbidity of the atmosphere (Liu et al., 2009). As opposed to coefficient 
a, higher values of calibrated coefficient b mainly concentrated in the 

Fig. 5. Spatial distributions of coefficient a (a, b, c) and b (c, d, e) of the Ångström-Prescott formula in China. (a) and (d) are the site-calibrated values of the 80 
national weather stations with direct solar radiation measurements, (b) and (e) are the SVM-estimated coefficient a and b values for the other 839 weather stations 
without direct solar radiation measurements through the support vector machine (SVM) method, and (c) and (f) are the interpolated coefficients of a and b through 
the Kriging interpolation method in whole China. 

Table 2 
Determination coefficient (R2), root mean square error (RMSE, mm d− 1), and 
mean absolute error (MAE, mm d− 1) of Rs estimation though the Ångström- 
Prescott formula with three different kinds of coefficients for the 50weather 
station involved at the train stage of the SVM (support vector machine) machine 
learning algorithm.  

Method Statistical indices 

R2 RMSE (MJ m− 2 

d− 1) 
NRMSE 
(%) 

MAE (MJ m− 2 

d− 1) 

Site-calibrated 0.886 2.622 18.040 1.935 
FAO- 

recommended 
0.860 3.071 21.802 2.261 

SVM-estimated 0.889 2.534 18.647 1.853  

S. Chen et al.                                                                                                                                                                                                                                    



Agricultural and Forest Meteorology 316 (2022) 108864

9

middle- and low-latitude regions in China, where the climate was rela
tively humid (Fig. 5d). Generally, coefficient b would be affected by 
more variables and therefore the distribution of coefficient b was not as 
regular as coefficient a. Compared with the site-calibrated a and b co
efficients based on the Rs measurements at the 80 national weather 
stations in China, the values of a and b recommended by the FAO were 
relatively higher and lower, respectively. 

Previous works have found that the variations in the a and b co
efficients were mainly due to latitude and altitude of selected sites (De 
Souza et al., 2016; Paulescu et al., 2016). Beside, Liu et al. (2014) 
pointed out that the estimation accuracy could not always be improved 
with the increment of variable number used to establish the predictive 
models. To simplify the data requirement and increase the applicability 
of the machine learning models in most areas, we only used site altitude 
and latitude information to establish the SVM models to estimate the a 
and b coefficients in this study. Good agreement was found between the 
site-calibrated and SVM-estimated values of coefficient a, but larger 
estimation errors were found in the coefficient b. This was mainly 
because coefficient b was affected by more complex interactions among 
meteorological variables. Thus, some new machine learning models, 
which established with more variables (e.g. atmosphere water and 
particulates content, and etc.), might be needed to improve the esti
mation accuracy for coefficient b. 

4.2. Performance of different kinds of a and b coefficients in Rs 
estimations 

In this study, the a and b coefficients of the Ångström-Prescott for
mula were calibrated at 80 national weather stations with solar radia
tion measurements. Then, the 80-site calibrated a and b coefficients 
were used to establish the SVM model to estimate the a and b coefficient 
for the 839 national weather stations without Rs measurements. 
Compared with the site-calibrated and the SVM-estimated a and b co
efficients, the FAO had recommended larger and smaller values for the 
coefficients of a and b, respectively. In addition, great variations were 
found in the two coefficients across the 80 weather stations, which were 
usually ignored in actual application of the A-P formula since a pair of 
default values were usually set for the coefficients of a and b. The results 
also indicated the largest estimation errors of Rs with FAO- 
recommended a and b coefficient for the A-P formula (RMSE = 3.138 
MJ m− 2 d− 1, R2 = 0.850). However, the spatial variations of the a and b 
coefficients could be captured by the SVM models. Good Rs estimation 
accuracy was found for the SVM-estimated a and b coefficients at both 
the train and the test stages of the SVM model, since the RMSE values of 
the two stages were 2.534 and 2.671 MJ m− 2 d− 1, respectively. It was 
notable that the Rs estimation accuracy with the SVM-estimated a and b 

Fig. 6. Comparisons among Rs estimations through the Ångström-Prescott (A- 
P) formula with the site-calibrated (a), the FAO-recommended (b), and the 
SVM-estimated (c) a and b coefficients at the 30 national weather stations 
involved at the test stage of SVM (support vector machine) machine learning 
algorithm. The gray dashed lines are 1:1 line. The blue solid lines are linear 
regression lines. 

Table 3 
Determination coefficient (R2), root mean square error (RMSE, mm d− 1), 
normalized root mean square error (NRMSE, %), and mean absolute error (MAE, 
mm d− 1) of the ET0 estimation through the Penman-Monteith equation with 
differently estimated Rs inputs and the ET0 estimation through the support 
vector machine (SVM) method without Rs inputs at the 50 weather stations 
involved at the train stage of the SVM-ET0 model.  

Method A-P 
coefficients 

Number 
of data  
used in 
train 

Statistical indices 

R2 RMSE 
(mm 
d− 1) 

NRMSE 
(%) 

MAE 
(mm 
d− 1) 

P-M 
equation 
with Rs 

input 

Site- 
calibrated 

819862 0.972 0.300 11.528 0.182 

FAO- 
recommend 

0 0.959 0.383 14.671 0.250 

SVM- 
estimated 

819862 0.969 0.317 12.136 0.200 

SVM model 
without 
Rs input  

819862 0.979 0.282 9.702 0.180  
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coefficients was even better than those of the site-calibrated a and b 
coefficients in the train stage of the SVM model (with larger R2 but 
smaller RMSE and MAE values). 

Previous Rs-estimation studies based on machine learning algorithm 
directly estimated daily Rs with various combinations of meteorological 
variables. For instance, Chen et al. (2014) used 20 different combina
tions of input variables to establish SVM models for Rs estimations at 15 
cities in China and found the RMSE values were all less than 2.3 MJ m− 2 

d− 1 and the average RMSE was about 1.097 MJ m− 2 d− 1. The smaller 
errors in their study were mainly because the SVM models were estab
lished and tested at each individual site. In contrast, our SVM models 
were established at 50 different national weather stations with solar 
radiation measurement and then tested at the rest 30 weather stations in 
whole China mainland. Fan et al. (2019) compared 12 empirical models 
and 12 machine learning methods in daily Rs estimations at 50 sites in 
China. Similar RMSE values (2.055–2.751 MJ m− 2 d− 1) were also ach
ieved as our works (2.073–2.573 MJ m− 2 d− 1). He et al. (2020) estab
lished the SVM models with different combinations of input variables at 
the same sites as our study. The RMSE values in their study varied from 

1.957 to 4.057 MJ m− 2 d− 1. In this study, different from the above 
studies, the SVM algorithm was used to establish a common model for 
estimation of the a and b coefficients of Ångström-Prescott formula 
across China. Then, with the SVM-estimated a and b coefficients, Rs was 
estimated just with inputs of n, N, Ra and the A-P formula. The results 
indicated no obvious difference between accuracies of direct Rs esti
mation through machine learning method independent of the A-P for
mula and indirect Rs estimation through the A-P formula with 
machine-learning-estimated a and b coefficients. Generally, Rs could be 
accurately estimated just with daily sunshine hour and the 
SVM-estimated a and b coefficients for the A-P formula in China main
land. Hence, this indirect method and the SVM-estimated a and b co
efficients values were recommended for users who are not good at 
computer programming and not familiar with machine learning 
methods. However, since only the SVM method and one kind of input 
variable combination (latitude and altitude) were used in the estimation 
of a and b coefficients, more machine learning methods and variable 
combinations should be taken into account to improve the estimation 
accuracy of a and b coefficients in future study. 

Fig. 7. Comparisons among the ET0 estimated through the Penman-Monteith equation with Rs inputs derived from the Ångström-Prescott formula and the site- 
calibrated coefficients (a), the FAO-recommended coefficients (b), and SVM-estimated coefficients (c) and the ET0 directly estimated through the SVM-ET0 model 
(d) at the 30 weather stations with solar radiation measurements at the test stage of the SVM- ET0 model. R2 is the determination coefficient; RMSE is the root mean 
square error; and n is the number of data points. The gray dashed lines are 1:1 lines and the blue lines are linear regression lines. Red color shows higher data density. 
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Fig. 8. ET0 estimations with Rs input estimated based on the SVM-estimated a and b coefficients of the Ångström-Prescott at eight randomly selected representative 
weather stations in the climatic zones of MPZ (a, b), SMZ (c, d), TCZ (e, f), and TMZ (g, h) at the test stage. R2 is the determination coefficient, RMSE is the root mean 
square error, and n is the number of data points. The gray dashed lines are 1:1 lines and the blue lines are linear regression lines. Color bars show the data density. 
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Fig. 9. ET0 estimations through the SVM- ET0 model at eight randomly selected representative weather stations in the climatic zones of MPZ (a, b), SMZ (c, d), TCZ 
(e, f), and TMZ (g, h) at the test stage of the SVM algorithm. R2 is the determination coefficient, RMSE is the root mean square error, n is the number of data points. 
The gray dashed lines are 1:1 lines and the blue lines are linear regression lines. Color bars show the data density. 
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4.3. Performance of the ET0 estimation solutions with or without Rs inputs 

4.3.1. ET0 estimation through Penman–Monteith equation with Rs inputs 
In this study, ET0 was supposed to be estimated under the scenario of 

missing Rs observations with two alternative solutions. In the first so
lution, ET0 was estimated through the P-M formula with differently 
estimated Rs data. And in the second solution, ET0 was directly esti
mated based on SVM method and similar weather variables used the P-M 
model except for Rs. Since the A-P formula was recommended by the 
FAO for Rs estimation in areas without solar radiation measurements, 
the first solution thus used the A-P formula to estimate Rs. Three kinds of 
A-P coefficients (the site-calibrated, the FAO-recommended, and the 
SVM-estimated) were all used and compared in Rs estimations and 
further in ET0 estimations. Errors of ET0 estimations based on the FAO- 
recommended a and b coefficients were the largest in both the train and 
test stages of the SVM method, while the site-calibrated a and b co
efficients obtained the highest accuracy. Beside, there was no great 
difference between ET0 estimations with the site-calibrated and the 
SVM-estimated a and b coefficients since the differences of R2, RMSE, 
and MAE values were 0.003, 0.015 mm d− 1, and 0.018 mm d− 1, 
respectively. This indicated a great potential for the SVM-estimated a 
and b coefficients to be used in ET0 estimation in China. Mousavi et al. 
(2014) used two empirical (cloud- and temperature-based) models in the 
calibrations of the a and b coefficients. Then, the calibrated a and b 
coefficients were used to estimate Rs, which was further used in the ET0 
estimations in Iran. Their findings suggested that the errors generated by 

the calibrated a and b coefficients in Rs estimation were smaller than 
those generated by the FAO-recommended a and b coefficients. 

Evaluation of error propagation became important in the Rs depen
dent ET0 estimations since new errors were introduced into the esti
mation of daily Rs. It was noteworthy that the accuracy in Rs dependent 
ET0 estimations was higher than the Rs estimation accuracy due to 
higher R2 and smaller NRMSE for all of the three kinds of a and b co
efficients. Sabziparvar et al. (2013) used the P-M model to estimate ET0 
with the FAO recommended and locally calibrated a and b coefficients of 
A-P formula in Iran. They also found that the deviations in ET0 esti
mations were smaller than those in Rs estimations. ET0 estimated with 
the P-M model was both determined by the energy term and the dynamic 
term (Allen et al., 1998). Thus, Rs could only explain a part of the var
iations in ET0 estimation and led to smaller variations in ET0 
estimations. 

4.3.2. ET0 estimation through machine learning methods without Rs input 
Estimation of ET0 can be treated as complex non-linear regressions 

that relying on huge climatic variables (Zhang et al., 2020). The esti
mation accuracy was usually unsatisfactory and data requirements were 
difficult to meet in most ET0 estimation cases based on empirical models 
(Luo et al., 2014). With the development of computing algorithms and 
hardware equipment, machine learning methods have been gradually 
used in ET0 estimations (Fan et al., 2018b; Ferreira et al., 2019). Ma
chine learning methods required no prior knowledge about the 
non-linear processes in ET0 estimations and could simplify the 

Fig. 10. Average annual ET0 estimated with the Penman-Monteith (P-M) equation with Rs input (a) and the SVM-ET0 model without Rs input (b). Daily Rs values 
used in the P-M equation were estimated through the Ångström-Prescott (A-P) formula with the SVM-estimated a and b coefficients. The ET0 values in the two figures 
were both created through the inverse-distance-weight interpolation of the ET0 values estimated at the 839 national weather stations without direct Rs 
measurements. 
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establishment of estimation models with flexible combinations of input 
climatic variables. In this study, the SVM method was employed to 
establish the ET0 estimation models (or SVM-ET0) in different climatic 
zones in China. To exclude the influences of different input combina
tions of meteorological variables on ET0 estimation accuracy, ET0 esti
mation without Rs inputs employed the similar weather variables as the 
P-M equation. 

Because of the lack of direct Rs measurements, the variable Ra or 
extraterrestrial solar radiation was used to establish the SVM-ET0 model. 
Compared with the ET0 estimation through the Penman-Monteith 
equation with differently estimated Rs data, the ET0 directly estimated 
with the SVM-ET0 model obtained the highest R2 (0.979 and 0.973) but 
the smallest RMSE (0.282 and 0.302 mm d− 1) values both at the training 
and testing stages of the SVM models. Generally, the simulation accu
racy of the SVM-ET0 model was acceptable comparing with the other 
ET0 estimation using machine learning methods in China. Wen et al. 
(2015) used SVM to estimate daily ET0 with limited climatic data in the 
Ejina basin under extreme arid weather conditions in northwestern 
China. The R2 was 0.772–0.950, RMSE was 0.262–0.539 mm d− 1, and 
MAE was 0.07–0.446 in test stage. Feng et al. (2017) evaluated the 
machine learning methods of RF, WNN, and GRNN for daily ET0 esti
mation in southwest China. The results indicated that the RF method 
obtained slightly better accuracy with R2 of 0.894–0.988 and MAE of 
0.1–0.3 mm d− 1. Fan et al. (2019a) compared the machine learning 
methods of LightGBM, M5Tree, and RF in ET0 estimation with different 
combinations of climatic variables in humid subtropical region of 
southeastern China. The results indicated that LightGBM outperformed 
M5Tree and RF in almost all input combinations in the test stage with R2 

of 0.85–0.97, RMSE of 0.27–0.58 mm d− 1 and NRMSE of 0.11–0.24. 
Zhang et al. (2020) compared machine learning methods of CatBoost, 
RF, and GRNN models in daily ET0 estimations at 15 weather stations 
covering arid and semi-arid regions of northern China. The estimation 
results of their most accurate model were also similar to our results with 
average R2 of 0.846–0.999, RMSE of 0.096–0.821 mm d− 1, and MAE of 
0.067–0.603 mm d− 1. Limited by the scarcity of Rs measurements, the 
above studies were mainly carried out in some selected regions of China. 
Thus, the SVM-ET0 model without Rs input could be applied in daily ET0 
estimations with acceptable accuracy in China. 

4.3.3. Comparison between ET0 estimation solutions with and without Rs 
inputs 

In this study, the ET0 estimations were carried out with two alter
native solutions in China mainland when direct Rs measurements were 
missing: based on P-M formula and differently estimated Rs (Solution 1) 
and based on machine learning method of SVM and relevant meteoro
logical variables except for Rs (Solution 2). In Solution 1, Rs was esti
mated and compared through the Ångström-Prescott formula approach 
with the site-calibrated, the FAO-recommended, and the SVM-estimated 
a and b coefficients. In the Solution 2, similar meteorological variables 
involved in the Penman-Monteith equation were used to establish the 
SVM-ET0 model to directly estimate daily ET0. In general, ET0 could be 
more accurately and stably estimated through the Penman-Monteith 
formula with estimated Rs data, especially Rs data estimated through 
the Ångström-Prescott formula and the SVM-estimated a and b co
efficients. In addition, the R2 and RMSE values were similar between the 
two solutions, except for the P-M model with Rs input estimated with the 
A-P formula and FAO recommended values for coefficients a and b. 

The Penman-Monteith equation in Solution 1 required several input 
meteorological variables. However, some simplified empirical ET0 
estimation models (e.g. Blaney-Criddle model, Hargreaves-Samani 
model), in which fewer input variables are required, always showed 
unsatisfactory accuracy in comparison with the machine learning 
models (Wen et al., 2015). Fan et al. (2019a) compared four empirical 
models (the Hargreaves-Samani model with input variable of Tmean, the 
Tabari model with input variable of es, ea, and U2, the Makkink model 
with input variable of Tmean and Rs, and the Trabert model with input 

variable of Tmax, Tmean and Rs) and three machine learning methods 
(LightGBM, M5Tree, and RF) in ET0 estimations in the humid subtrop
ical region of China. Their results showed that all of the three machine 
learning models yielded better daily ET0 estimations than the empirical 
models with corresponding combinations of input meteorological vari
ables. In addition, Wen et al. (2015) concluded that machine learning 
models established with Tmax, Tmean, and Rs were enough to accurately 
estimate daily ET0. 

Generally, the SVM-ET0 model outperformed the three P-M models. 
However, the result did not indicate the failure of the P-M models, 
especially the one with the SVM-estimated A-P coefficients. Considering 
the similar estimation accuracy as the SVM-ET0 model, the P-M model 
combining with Rs input estimated through the Ångström-Prescott for
mula with SVM-estimated a and b coefficients are recommended for the 
users who are not good at computer programing. However, the machine 
learning methods are also recommended when even fewer meteoro
logical variables are available. In this study, only similar input meteo
rological variables involved in the Penman-Monteith equation to 
establish two solutions for daily ET0 estimation when Rs measurements 
were missing. In further studies, new machine learning algorithms 
(Mohammadi and Mehdizadeh, 2020; Salam and Islam, 2020) and 
different combinations of input meteorological variables (Paredes et al., 
2020; Xiang et al., 2020) needed to be explored to improve ET0 esti
mation accuracy and efficiency under different conditions of available 
weather data. 

5. Conclusions 

In this study, we assessed the performances of two alternative solu
tions for daily ET0 estimation when short-wave sloar radiation (Rs) 
measurements are missing or lacking in China mainland. In the first 
solution with Rs input, Rs was estimated through the Ångström-Prescott 
(A-P) formula and was then used in the standard Penman-Monteith 
equation to estimate daily ET0. In this soltion, the variations in the a 
and b coefficients of A-P formula should not be ignored in countries with 
complex topography and climate conditions. In the second solution 
without Rs input, daily ET0 was estimated based on the machine learning 
method of SVM (suppot vector machine) and the similar meteorological 
variables involved in the P-M equation except for Rs. Some main con
clusions have been drawn as follows: 

The FAO recommended larger coefficient a (0.25) but smaller coef
ficient b (0.5) for the A-P formula in China mainland, which could result 
in large simulation errors in daily Rs estimations. The a and b coefficients 
of the A-P formula, which were estimated through the SVM method with 
input combination of site-specific altitude and latitude, achieved an 
accuracy of Rs estimation close to that of the site-calibrated a and b 
coefficients, which indicated a great potential for the SVM-estimated a 
and b coefficients in Rs estimations with the A-P formula in regions 
where Rs measurements are missing or scarce. However, the error 
propagation from Rs estimation to ET0 estimation decreased when using 
the estimated Rs to drive the P-M model to estimated daily ET0. 

Compared with the method based on the P-M equation with differ
ently derived Rs input, the machine-learning-based ET0 model estab
lished based on input meteorological variables of Tmax, Tmin, RH, U2, and 
Ra obtained better ET0 estimation accuracy both at the training and 
testing stages. Generally, both the two solutions with and without Rs 
input could be used in ET0 estimations in China mainland. However, if 
only Rs measurements are missing or scarce, the P-M equation with Rs 
inputs estimated through the A-P formula with SVM-estimated a and b 
coefficients is recommended for daily ET0 estimations in China main
land for the users who are not good at coumpter programing. 
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