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A B S T R A C T   

Crop yield is controlled by different environmental factors. Multi-source data for site-specific soils, climates, and 
remotely sensed vegetation indices are essential for yield prediction. Algorithms of data-model fusion for crop 
growth monitoring and yield prediction are complicated and need to be optimized to deal with model uncer
tainty. This study integrated multi-source environmental variables (e.g., satellite-based vegetation indices, 
climate data, and soil properties) into random forest (RF) and support vector machine (SVM) models for wheat 
yield prediction in China. The performance of both RF and SVM models was investigated using different types of 
vegetation indices associated with other predictors. Relative importance and partial dependence analyses were 
used to identify the main predictors and their relationships with wheat yield. We found that using remotely 
sensed vegetation indices improved our model precision, and that near-infrared reflectance of terrestrial vege
tation (NIRv) was slightly better than normalized difference vegetation index (NDVI) and enhanced vegetation 
index (EVI) in predicting yield. NIRv was better in detecting climate stress on crops, and could capture more 
information regarding crop growth and yield formation. Compared with the SVM model, the RF model with NIRv 
and other covariates had better performance in wheat yield prediction, with R2 and RMSE being 0.74 and 758 
kg/ha respectively. We also found that NIRv from jointing to heading was the most important predictor in 
determining yield, followed by solar radiation (especially during tillering–heading), relative humidity (during 
planting–tillering), soil organic carbon, and wind speed (throughout the growing season). In addition, wheat 
yield exhibited threshold-like responses to most factors based on our RF model. These threshold values can help 
to better understand how different environmental factors limit wheat yield, which will provide useful infor
mation for climate-adaptive crop management. Our findings demonstrated the potential of using NIRv for yield 
prediction. This approach is broadly applicable to other regions globally using publicly available data.   
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1. Introduction 

Food demand is increasing rapidly and has been projected to exceed 
food production after the mid-21st century due to the growing popula
tion and increased living standards (Bajželj et al., 2014; Li et al., 2021; 
Tilman et al., 2011). Wheat (Triticum aestivum L.) is an important staple 
food (Norouzi et al., 2010). It has been cultivated globally on >220 
million ha per year (Shiferaw et al., 2013). China is one of the largest 
wheat-producing countries in the world, accounting for around 18% of 
global wheat production (FAO, 2018). With increased food demand, 
China will need to increase grain production by 36% to feed its own 
people (Li et al., 2014). However, China’s wheat production is largely 
affected by climatic factors, such as heat and drought stress, even though 
yield per hectare has significantly increased due to the use of new 
adapted varieties and advances in agricultural science and technology in 
the past few decades (Challinor et al., 2010; Tao et al., 2014). 

Accurate and timely predicting of crop yield with multi-source 
environmental data is crucial for ensuring national food security (Cai 
et al., 2019; Feng et al., 2020). Generally, process-based crop models 
and statistical models are common methods used for yield prediction. 
Process-based crop models (e.g., APSIM, CERES, and STICS) can simu
late crop growth and yield formation processes, and enable investigation 
of the interactions between crop yield and environmental conditions 
(Brown et al., 2018; Feng et al., 2019a; Peng et al., 2020a). However, 
running crop models is time-consuming at large scales (Cao et al., 2021; 
Jiang et al., 2020; Peng et al., 2020b), and usually require a mass of data 
from field observations (e.g., cultivar characteristics, management op
tions, and soil properties) to effectively calibrate models (Leroux et al., 
2019; Li et al., 2021). In addition, processes related to extreme climate 
events (ECE) are greatly simplified in most crop models, resulting in less 
accurate yield simulations (Li et al., 2019c; Schauberger et al., 2017). 
Most crop models have shown relatively lower applicability than sta
tistical models at large scales (Huang et al., 2015; Li et al., 2019d). 

Compared with process-based crop models, statistical models (e.g., 
traditional statistical models and machine learning methods) are more 
efficient, and thus more widely used, in large-scale crop yield estimation 
(Cao et al., 2021; Peng et al., 2020b). Some studies have used traditional 
regression models for yield prediction. For instance, Lobell et al. (2007) 
predicted crop yields in California, USA using multiple regression (linear 
and quadratic) models during 1980–2003, and reported that using 
simple equations with 2–3 climate variables could explain more than 
two-thirds of observed yield variation. However, traditional statistical 
models (e.g., linear regression models) usually show lower accuracy 
compared with non-linear regression models. In reality, relationships 
between crop yields and multi-environmental factors are usually 
nonlinear (Jeong et al., 2016; Li et al., 2007; Li et al., 2019d). Machine 
learning (ML) is an advanced statistical technique that can analyze the 
hierarchical and nonlinear relationships between predictors and 
response variables (Besalatpour et al., 2014; Feng et al., 2019a; Naimi 
et al., 2021; Zeraatpisheh et al., 2019; Zeraatpisheh et al., 2021). 
Recently, many studies have developed statistics-based crop yield pre
diction models, such as artificial neural network (ANN), least absolute 
shrinkage and selection operator regression (LASSO), support vector 
machine (SVM), and random forest (RF) (Anna et al., 2018; Cao et al., 
2020; Liakos et al., 2018; Norouzi et al., 2010; Peng et al., 2020b). For 
instance, Leng and Hall (2020) predicted maize yield variation in 
1980–2010 in the US using the traditional linear regression model and 
RF. Results showed that the RF model (r = 0.93, RMSE = 246 kg/ha) 
performed better than the linear regression model (r = 0.51, RMSE =
506 kg/ha). Among different ML methods, the decision-tree based RF 
method has been widely used in different research areas (Rehfeldt et al., 
2012; Singh et al., 2017; Zhao et al., 2019), with good performance in 
estimating crop yields (Han et al., 2020; Maya Gopal and Bhargavi, 
2019). Moreover, RF is able to identify the relative importance of each 
predictor to the response variable. 

Multiple-source environmental data have been used to predict crop 

yields. Integrating more informative and predictive predictors, such as 
soil properties and vegetation indices (VIs), is important for improving 
model performance. For instance, Cao et al. (2020) reported that model 
performance (R2) was increased by 0.07–0.15 and 0.05–0.16 when 
satellite-based VIs and soil properties (e.g., soil texture, organic carbon 
content, pH, etc.), respectively, were included in the model compared 
with climate variables alone. Moreover, different VIs had different po
tential for predicting crop yields (Peng et al., 2020b). 

Some new VIs had recently been developed, such as sun-induced 
chlorophyll fluorescence (SIF) products (e.g., Global Ozone Moni
toring Experiment-2 (GOME-2), Orbiting Carbon Observatory-2 (OCO- 
2), and TROPOspheric Monitoring Instrument (TROPOMI)). These new 
VIs have performed better in monitoring physiological stress and carbon 
uptake responses than traditional VIs (e.g., normalized difference 
vegetation index (NDVI) and enhanced vegetation index (EVI)) (Song 
et al., 2018; Zhang et al., 2014). However, some SIF products (e.g., 
GOME-2 with 40 km × 40 km) have coarse spatial resolution, and some 
products (e.g., OCO-2) have sparse and spatially discontinuous mea
surements (Koehler et al., 2018; Song et al., 2018). For example, TRO
POMI can provide SIF data with higher temporal (almost daily) and 
spatial (7 km × 3.5 km) resolution (Koehler et al., 2018). However, 
TROPOMI lacks long-term series data, thereby limiting applications in 
long-term analyses. Recently, Badgley et al. (2017) provided a new gross 
primary production (GPP) proxy, i.e., near-infrared reflectance of 
terrestrial vegetation (NIRV), that can reflect photosynthetic capacity 
and has strong correlations with SIF (Badgley et al., 2017). Badgley et al. 
(2019) found that NIRV accurately predicted photosynthesis at FLUX
NET sites and improved estimates of gridded GPP at the global scale. 
Wang et al. (2020) estimated optimum air temperature for rice GPP in 
the lower Gangetic plains and delta region using NIRV, thereby 
improving the performance of the ORYZA-rice model. However, few 
studies have combined NIRV with other environmental variables to 
predict wheat yield and compared model performance when using 
different satellite-based VIs (e.g., NDVI and EVI). 

In this study, we explored the potential of different VIs to be used for 
wheat yield prediction, and investigated how major environmental 
predictors affect yields in China as estimated by machine learning 
models. The major objectives were to: (1) develop different machine 
learning models for wheat yield estimation based on different sets of 
environmental predictors; (2) quantify the relative importance of pre
dictor variables in determining yield; (3) identify how the main pre
dictor variables influence wheat yield in different study regions. 

2. Data and methodology 

2.1. Study area 

The study was focused on the main wheat-growing area in mainland 
China that is primarily located in northwestern, northern, and sub
tropical areas of China (Fig. 1). The wheat harvest area in China totals 
2.3 × 107 ha (http://data.stats.gov.cn/easyquery.htm?cn=C01). Actual 
environmental conditions vary in different sub-regions due to the vast 
territory and complex topography (Piao et al., 2010) that can influence 
crops differently. Therefore, to better predict wheat yields, we divided 
the wheat planting area into three sub-regions based on geography and 
climate conditions (Zhao, 1983). We designated these areas as sub- 
region I: temperate and warm-temperate northwestern China; sub- 
region II: warm-temperate humid and sub-humid northern China; sub- 
region III: subtropical humid central and southern China (Li et al., 
2019a). The soil type of most areas in sub-region I and II is clay loam, 
and sub-region III has loamy clay. Such soil types were classified based 
on the international standard of soil texture classification (Chen et al., 
2020b; Wu and Zhao, 2019). 
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2.2. Data 

2.2.1. Wheat yield data 
Wheat yield trial data from 131 sites during 2001–2013 included 

crop yield and growth period data. These data were collected from the 
China Meteorological Data Sharing Network (http://data.cma.cn/). 
Similar wheat yield trial data from 242 sites during 2014–2020 were 
collected from the national grain crop growth monitoring stations (Li 
et al., 2021). Management practices used for both sources of data were 
in keeping with local farmers’ practices, and harvest methods were 
similar. Thus, we combined the two sources of yield data during 
2001–2020 (Table S1) to predict wheat yield at the field scale. We 
excluded outliers of the observed yield data if they were outside of the 
mean ± 1.5 times the standard deviation. Moreover, since the observed 
yields were not continuous during 2001–2020, a final total of 1936 sets 
of field data were used in this study. 

The wheat growing season for the trial data was divided into nine 
stages, including planting, emergence, tillering, overwintering, 
greening, jointing, heading, milk, and maturity (Chen et al., 2020b) to 
better explain the influence of predictors on crop yield at different 
growth stages. In this study, we considered four main growth periods: 
T1: planting–tillering (Sep–Nov); T2: tillering– jointing (Oct–Mar); T3: 
jointing–heading (Mar–Apr); T4: heading–maturity (May–Jun). 

2.2.2. Satellite and soil property data 
Different satellite-based VIs can be used to monitor crop growth 

conditions. NDVI, EVI, and NIRV during 2001–2020 were selected as 
predictors of crop yield in this study. NIRV is considered as a proxy for 
photosynthesis, and is calculated as the product of NIR reflectance and 
NDVI (Badgley et al., 2017). NDVI, EVI, and NIR reflectance were 
derived from the 16-day global vegetation indices product with a spatial 
resolution of 500 m (MOD13A1 V6). All VIs were extracted to site-scale 
values from the Google Earth Engine (GEE) platform, and then aggre
gated to mean values for each of four growth stages at each site. 

Soil properties also play a role in determining crop yields. Our work 
used three soil features as predictors: soil organic carbon content (SOC), 
soil bulk density (SBD), and cation exchange capacity of clay (CLAY). 

These soil property values were collected from a China soil particle-size 
distribution dataset (http://globalechange.bnu.edu.cn) (Shangguan 
et al., 2012). 

2.2.3. Climate data 
The climate-related predictors used in this study included climate 

variables and ECEs. The climate variables were mean values of tem
perature (Tmean), precipitation (Prcp), wind speed (Ws), relative hu
midity (RHum), and sunshine hours (used to calculate solar radiation, 
Rad) at four growth stages (T1–T4). These data were downloaded from 
the China Meteorological Data Sharing Network (http://data.cma.cn/). 
We calculated four kinds of ECEs during the four wheat growth periods 
to reflect heat, frost, drought, and extreme precipitation (Table 1). Heat 
and frost ECEs were the number of days with the temperature higher and 
lower, respectively, than the fixed temperature thresholds (Feng et al., 
2019a; Zheng et al., 2012). The Standardized Precipitation and Evapo
transpiration Index (SPEI) was used to investigate drought intensity 
during the four growth periods. SPEI was estimated by standardizing the 
difference between precipitation and reference crop evapotranspiration 
(ET0) (Vicente-Serrano et al., 2010). To better differentiate drought in
tensity for each growth period, SPEI was calculated at a 1-month time
scale. Crop yields are also strongly influenced by precipitation or 
extreme precipitation. Drizzle and heavy precipitation influence crop 
yield differently (Lesk et al., 2020). Therefore, to investigate the impact 
of different precipitation intensities on wheat yield, we designated 
drizzle as R5 (count of days with precipitation between 0.1 and 5 mm) 
and heavy precipitation as R20 (count of days with precipitation greater 
than or equal to 20 mm) (Table 1). 

2.3. Modelling methodology 

The overall framework of this study is shown in Fig. 2. We first 
divided the wheat growing season into four periods using the phenology 
data. Then, we predicted wheat yield using two machine learning 
methods. The feature importance of each predictor and the nonlinear 
relationships between predictors and yields were also determined. 

Fig. 1. Map showing the spatial distribution of 373 study sites (orange dots) and elevation (gray shading) for three sub-regions in the wheat-growing area of China.  
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2.3.1. Feature selection 
The input data was composed of different variables over four growth 

periods, resulting in a large dataset that increased the workload and the 
possibility of overfitting the model due to correlated or unreasonable 
variables. Therefore, we excluded variables that showed insignificant 
correlations (P > 0.05) with wheat yield. As shown in Figs. S1–S4, the 
correlation and significance level of climate (climate variable and ECEs) 
and yield varied with the four growth periods. For instance, during T2, 
Rad, Tmean, Ws, RHum, Frost, and R5 exhibited strong significant 
correlations (P < 0.001) with crop yield, while the Prcp, DHW (dry and 
hot wind), and Heat showed insignificant correlations (Fig. S2). This was 
mainly because ECEs such as DHW and Heat rarely occurred in this 
period. By contrast, DHW and Heat at T4 had significant correlations 
with wheat yield (Fig. S4). Precipitation was significantly correlated 
with yield during T3 and T4, but was insignificantly correlated during 
T1 and T2. Interestingly, the precipitation-related index (R5) had sig
nificant correlations with crop yield throughout the growing season 
(T1–T4), indicating the necessity of defining ECEs in crop yield esti
mation. We found that drizzle (R5) had a stronger negative impact on 
yield than heavy rainfall (R20). The same ECEs may have different in
fluences on wheat yield at different growth stages. For instance, frost 
had positive correlations with wheat yield during T1–T2, but had 
negative correlations during T3–T4. Therefore, key growth stages or 
growth periods should also be considered in predicting crop yields. 

Additionally, in order to consider multicollinearity of predictors, we 
calculated variance inflation factors (VIF) for all predictors in the RF 
model (Vittinghoff et al., 2011). Predictors with VIF > 10 were removed 
(Vittinghoff et al., 2011). We found vegetation indices (e.g., NDVI, EVI, 
and NIRV) had strong multicollinearity during the same growth period. 
Therefore, we developed yield prediction models using different vege
tation indices (NDVI, EVI, and NIRV). We developed five kinds of RF 
models by using different data sets (Table S1): M1 used climate data; M2 

used climate + soil data; M3 used climate + soil + NDVI; M4 used 
climate + soil + EVI; M5 used climate + soil + NIRv data. 

2.3.2. Support vector machine 
The SVM method is a widely used ML model for regression and 

classification analysis developed by Cortes and Vapnik (1995). In the 
SVM model, given a set of observed samples for input and output data, 
the best fit line is the hyperplane that has the maximum number of 
points (Besalatpour et al., 2012). Unlike other ML models that try to 
minimize the error between observed and simulated data, SVM aims to 
find the best line within the threshold values. In this study, we used the 
radial basis function (RBF) kernel for SVM. There are two parameters 
(Cost and Sigma) of the SVM RBF kernel. Cost was set between 2, 4, 8, 
16, 32, and 64; Sigma was set between 0.02 and 0.08 at intervals of 
0.005. We selected the optimal parameters with three replicates of the 
three-fold cross validation (Fig. S5 and Table S2). 

2.3.3. Random forest model 
The RF model is a non-parametric approach based on the ensemble of 

classification and regression trees (Breiman, 2001). Each tree is built by 
bootstrap samples, leaving around one-third of all samples for valida
tion. Each tree returns the mean or average prediction to improve the 
performance of that data set. The RF model can capture the relationship 
(nonlinear or linear) between yield and predictors (Feng et al., 2020). 
Recently, the RF method has been widely used for yield estimation (Feng 
et al., 2019b), and for determining yield response to climate factors 
(Hoffman et al., 2020). The range of mtry (the number of variables 
randomly sampled as candidates at each split) was set from 1 to 25 with 
2 intervals; the range of ntree (the number of trees to grow in the forest) 
was set from 100 to 900 with 200 intervals. Our study applied the RF 
model with the optimal values of mtry and ntree for each data set (Fig. S6 
and Table S2). 

Table 1 
Environmental variables used in crop yield estimation during 2001–2020.  

Type Term Definition Resolution 
Resolution 

Data source 

Temporal Spatial 

Climate 
variables 

Climate data Pr (mm) Total precipitation daily site http://data.cma.cn/ 
Same as above 
Same as above 

Tmean (oC) Mean temperature daily site 
Rad (MJ 
m− 2) 

Mean solar radiation* daily site 

RHum 
(mm) 

Relative humidity daily site Same as above 
Same as above 

Ws (m/s) Wind speed daily site  
Extreme climate events Frost (days) Number of days with daily Tmin 0 ◦C Growth 

stage 
Site Same as above 

Same as above 
R20 (days) Count of days for precipitation ≥ 20 mm Growth 

stage 
Site 

Heat (days) Number of days with daily Tmax > 28◦C Monthly site Same as above  

R5 (days) Count of days for precipitation 0.1–5 mm Growth 
stage 

site Same as above 

Drought Standardized precipitation and 
evapotranspiration index (SPEI) 

Growth 
stage 

Site Same as above   

DHW Number of days with Tmax > 29; Rhum < 30; 
Ws > 2 

Growth 
stage 

Site Same as above 

Vegetation Satellite-based 
vegetation indices 

NDVI Normalized Difference Vegetation Index 16-day 500 m https://lpdaac.usgs.gov/products/mod 
13a1v006/ 

EVI Enhance Vegetation Index 16-day 500 m Same as above  

NIRv Near-infrared reflectance of terrestrial 
vegetation 

16-day 500 m Same as above  

Soil Soil properties SBD Soil bulk density \ 1 km Soil particle-size distribution dataset ( 
Shangguan et al., 2012). 

SOC Soil organic carbon content \ 1 km Same as above  

CLAY Cation exchange capacity of clay  1 km Same as above   

* Sunshine hours were used to calculate solar radiation based on equations provided by Allen et al. (1998). 
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The RF algorithm can also evaluate the importance of each predictor. 
We first aggregated multi-source data for the four growth periods 
(T1–T4) at each site for yield prediction. We then applied these pre
dictors in the RF model to predict crop yield. The relative importance of 
each variable was evaluated by the “%IncMSE” metric. The variables 
with high relative importance were identified as the main factors that 
influence wheat yield. We used partial dependence plots from the RF 
model to estimate the response of crop yield to growth-period 
predictors. 

2.3.4. Model performance assessment 
Both RF and SVM were repeatedly run 100 times. Each run used 

randomly selected values of 70% of the total data for training and 30% 
of the total data for validation over the entire study area. We used the 
coefficient of determination (R2) and root mean square error (RMSE) to 
assess the performance of the RF and SVM models. 

We used the ‘randomForest’, ‘caret’, ‘e1071’, and ‘ggplot2’ packages 
in R (version 3.6.1, https://www.r-project.org/) for model development 
and data analysis. 

3. Results 

3.1. Model performance 

We evaluated the performance of each model across 100 repeated 
runs. Results showed that for both SVM and RF models, using input data 
of M3, M4, and M5 had better performance than that of M1 and M2 
(Fig. 3), indicating that using more informative predictors would result 
in higher accuracy of yield estimation. Using M5 data resulted in slightly 
better performance than M3 and M4, as indicated by the highest mean 
R2 values (RF, 0.74; SVM, 0.69) and the lowest mean RMSE values (RF, 
758 kg/ha; SVM, 821 kg/ha). These results suggested that including 
NIRv could slightly improve the performance of wheat yield prediction 
compared with using EVI and NDVI. Also, we did see that RF showed 
better performance than SVM in wheat yield prediction regardless of 
data sets used (Fig. 3). 

We used the model with climate + soil + NIRv data as the final model 
(predictors identified in Table S2) to evaluate the model performance in 
three sub-regions (Fig. S7). We found that the models’ performance 
varied among the three sub-regions. Generally, the accuracy of wheat 
prediction was highest in sub-region III (R2 = 0.82, RMSE = 685 kg/ha), 
followed by sub-region II (R2 = 0.66, RMSE = 761 kg/ha) and sub- 
region I (R2 = 0.1, RMSE = 890 kg/ha). The RF model showed poor 
performance in sub-region I mainly due to the insufficient amount of 

Fig. 2. Framework of the wheat yield prediction model integrating multi-source data with different machine learning techniques. NDVI, Normalized Difference 
Vegetation Index; EVI, Enhanced Vegetation Index; NIRv, Near-infrared reflectance of terrestrial vegetation; SOC, Soil organic carbon content; SBD, Soil bulk density; 
CLAY, Cation exchange capacity of clay; Rad, Solar radiation; Prcp, Precipitation; Ws, Wind speed; RHum, Relative humidity; Tmean, mean temperature; DHW, dry 
and hot wind; ML, machine learning (Random forest and support vector machine); Cls, climate data and soil property data. RF, Random forest; SVM, Support 
vector machine. 
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data and some agronomic measures (e.g., irrigation) that were not re
flected by multi-source environmental data. The RF model showed 
better performance in sub-region II and III, and the SVM model showed 
slightly better performance in sub-region I. 

3.2. Relative importance of predictors 

The relative importance of predictor variables used in models 
RF_M3, RF_M4, and RF_M5 is shown in Fig. 4. For vegetation indices, the 
importance of VI was 27% for the NDVI-based model (RF_M3), 29% for 
the EVI-based model (RF_M4), and 30% for the NIRV-based model 
(RF_M5). The importance of soil properties was the same (10%) for all 

three models. The relative importance of all climate-related predictors 
was around 60% (RF_M3: 63%, RF_M4: 61%, and RF_M5: 60%). Fig. 5 
shows the relative importance of the top 15 variables for each model. 
The results consistently showed that wheat yield was mainly influenced 
by VIs (NDVI_3, EVI_3, and NIRv_3) during T3, and Rad during T2 
(Rad_2) and T3 (Rad_3)) across the three models (Fig. 5). 

3.3. Wheat yield dependence on predictors 

3.3.1. The response of yield to vegetation indices 
We further investigated how NIRv during three wheat growth pe

riods influenced yield based on the RF_M5 model. The partial 

Fig. 3. Model performance of wheat yield prediction using different multi-source data. Each model was evaluated based on 100 repeated runs during 2001–2020. 
The colored bars represent the mean values of R2 and RMSE; the error bars represent the standard errors across 100 runs. RF: Random Forest; SVM: Support Vector 
Machine; M1: climate data only; M2: climate + soil data; M3: climate + soil + NDVI data; M4: climate + soil + EVI data; M5: climate + soil + NIRv data. 

Fig. 4. Proportion of relative importance of different sources of environmental data (climate, soil, and vegetation indices). Each predictor represents the total relative 
importance during four growth periods. The variables were scaled to sum to 100%. a) relative importance breakdown for the RF_M3 model (using NDVI, soil 
property, and climate data); b) relative importance breakdown for the RF_M4 model (using EVI, soil property, and climate data); c) relative importance breakdown 
for the RF_M5 model (using NIRv, soil property, and climate data). Soil: soil properties included CLAY, SOC, and SBD: Climate: climate variables and extreme 
climate events. 
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dependence plot (PDP) of NIRv revealed the relationship between wheat 
yield and NIRv_2 (19.1%), NIRv_3 (57.4%), and NIRv_4 (19.9%) (Fig. 6). 
The response curve of wheat yield vs. NIRv showed a near-linear rela
tionship. For example, when NIRv_2 was in the range of 0.01–0.16, 
wheat yield would increase greatly as NIRv_2 increased. However, 
wheat yield became stable when NIRv_2 was over 0.16 (Fig. 6a). When 
NIRv_3 was in the range of 0.02–0.21, wheat yield would increase 
greatly as NIRv_3 increased. However, wheat yield became stable when 
NIRv_3 was over 0.21 (Fig. 6b). Similar results were found for NIRv_4 
(Fig. 6c). 

The soil property data also greatly contributed to yield estimation. 
However, those data were not dynamic data (they did not change with 
time) (Shangguan et al., 2012). Therefore, the PDPs of soil properties 
were not shown. 

3.3.2. The response of yield to climate variables 
Climate factors strongly influenced wheat yield in different growth 

periods. The marginal effect of climate predictors (ranked for the first 
twelve climate predictors), representing the curves of crop yield 
response to each variable, is shown in Fig. 7. Climate conditions varied 
in each sub-region (boxplots shown in Fig. 7), indicating that the effect 
of climate-related factors may vary in different sub-regions. For 
instance, Rad during T3 (Rad_3) was the main influencing factor in yield 
prediction, and predicted wheat yields would be highest when Rad_3 
was around 16 MJ/m2 (Fig. 7a). Note that low radiation in sub-region III 
(Rad_3 < 16 MJ/m2) was likely to limit wheat yield. Similar results were 
found for Rad during T2 (Rad_2) (Fig. 7b). Crop yield was also affected 
by RHum_1 (when RHum_1 > 61%) (Fig. 7c). Frost_2 showed a positive 
influence on wheat yield when Frost_2 < 90 days. When Frost_2 was>90 

Fig. 5. Relative importance of predictor variables (ranked for the first fifteen) from different RF models. NDVI, Normalized Difference Vegetation Index; EVI, 
Enhanced Vegetation Index; NIRv, Near-infrared reflectance of terrestrial vegetation; SOC, Soil organic carbon content; Rad, Radiation; Ws, Wind speed; RHum, 
Relative humidity; R5, Count of days for precipitation 0.1–5 mm; RF, random forest. 1, 2, 3, and 4 represent different growth stages. 

Fig. 6. Partial dependence plot of NIRv with the relative importance value ranked in the first three during four growth stages based on the RF_M5 model. The black 
lines are smoothed representations of the response with fitted values (model predictions) for the calibration data. The trend of the line, rather than the actual values, 
describes the nature of the dependence of wheat yield on the predictors. The blue shaded area represents calibration data between the 10th and 90th percentile. The 
percentage values represent the relative importance of each predictor generated from the random forest model. The box plots indicate the variability and range of 
NIRv values in different sub-regions. 
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days, wheat yield declined slightly (Fig. 7d). Wind speed was strongly 
related to wheat yield throughout various growth periods, and showed a 
positive influence when wind speed was lower than 5–6 m/s (Fig. 7e–g). 
Wheat yield showed a similar response to Rad during T1 (Fig. 7h) and T4 
(Fig. 7j). R5_1 (Fig. 7i), R5_2 (Fig. 7k), and Tmean_2 (when Tmean_2 >
4 ◦C) (Fig. 7l) showed negative influences on wheat yield. The PDPs of 
other climate factors are shown in Fig. S8. 

4. Discussion 

Our results showed that machine learning models with multi-source 
environmental data can provide reliable wheat yield prediction at the 
field scale. Previous studies have predicted wheat yield at the county 

level. For instance, Wang et al. (2020a) predicted winter wheat yield 
with Convolution Neural Networks (CNN) and Long Short-Term Mem
ory (LSTM) in China, and showed acceptable performance (R2 was 0.74 
and RMSE was 721 kg/ha). Similarly, Han et al. (2020) used RF, SVM, 
and Gaussian process regression (GPR) to predict county-level yield with 
R2 higher than 0.75. In contrast, Cao et al. (2021a) predicted wheat yield 
with RF and three deep learning methods (CNN, LSTM, and deep neural 
networks) using multi-source environmental data at county level with 
R2 ≥ 0.85 and RMSE ≤ 768 kg/ha, during 2011–2015 across 629 
counties, and at field level with R2 ranging from 0.48 to 0.71 and RMSE 
from 956 to 1620 kg/ha, during 2011–2013 over 87 sites. Note that 
predicting crop yield at the field level is more difficult because envi
ronmental conditions can be quite variable even across the same county, 

Fig. 7. Partial dependence plots of different climate variables with feature importance ranked for the first twelve climate predictors in different sub-regions using 
model RF_M5. The black lines are smoothed representations of the response, with fitted values (model predictions) for the calibration data. The trend of the line, 
rather than the actual values, describes the nature of the dependence of wheat yield on the predictors. The blue shaded area represents calibration data between the 
10th and 90th percentile. The percentage values represent the relative importance of each predictor generated from the RF_M5 model. The box plots indicate the 
variability and range of each climate variable in different sub-regions. 
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and therefore require higher resolution data sets (Feng et al., 2020). Our 
RF model at a field trial scale yielded similar predictive results compared 
with previous studies at the county level, mainly due to the longer-term 
time-series data (2001–2020) used in our study. 

We developed different ML models to predict wheat yield in China. 
We found that the NIRv-based RF model showed slightly better perfor
mance in predicting yield than NDVI- and EVI-based models (Fig. 3), 
indicating that NIRv can capture slightly more information regarding 
crop growth and yield formation. Moreover, NIRv isolates the soil 
background from vegetation signals and can distinguish the distribution 
of photosynthesis with canopy depth (Badgley et al., 2017; Huang et al., 
2019; Ryu et al., 2019). Peng et al. (2020b) assessed the potential of 
different satellite-based VIs (e.g., NDVI, EVI, land surface temperature, 
NIRv, and SIF (OCO-2, GOME2, and TROPOMI)) for yield prediction of 
maize and soybean yield in the U.S. They also found that using NIRv 
could lead to better yield estimation than using other VIs, and using 
NIRv could lead to similar or even better performance than using SIF 
products (OCO-2 and TROPOMI). One of the reasons for this conclusion 
could be that NIRv had strong correlations with GPP, and showed better 
performance in detecting climate stress than other VIs, such as those 
associated with drought and heat (Badgley et al., 2019; Wang et al., 
2020). NIRv is a MODIS-based index with a higher spatial resolution (<1 
km) than SIF products. However, some recently planned geostationary 
missions aim to produce SIF products with higher temporal-spatial res
olution (e.g., GeoCarb and TEMPO), thereby providing great potential 
for yield prediction with SIF products. 

We found that NIRv during T3 was the most important predictor 
influencing wheat yield estimation (Figs. 4 and 5). This was primarily 
because the number of tillers and amount of leaf area reach their peak 
during this time interval (Shao et al., 2013). Thus, crop growth condi
tions and photosynthesis can be detected by vegetation indices during 
this period. Our results showed that predicted wheat yields were nearly 
linearly related to NIRv_3 when NIRv was below a threshold of 0.21, 
indicating that photosynthetic rate was the main limiting factor for 
wheat yield. However, wheat yield showed little change once NIRv was 
over 0.21 (Fig. 6b), indicating potentially asymmetric influences of 
other factors on wheat yield and photosynthesis, such as light-use effi
ciency (He et al., 2020; Liu et al., 2017), temperature, or solar radiation 
factors (Chen et al., 2020a). Moreover, photosynthesis is not always 
directly related to final crop yield due to feedback influences from in
teractions of crop growth, development, and environmental conditions 
(Wu et al., 2019). Therefore, we speculate that crop yield is limited by 
other factors (e.g., climate conditions and crop nitrogen status) when 
NIRv is greater than such threshold values. 

We found that solar radiation during T3 and T2 was the most 
important climate variable after NIRv_3 (Fig. 5). This is because solar 
radiation is important to the photosynthesis process (Hernández-Barrera 
and Rodríguez-Puebla, 2017), and therefore, response curves are very 
similar to the yield-NIRv response (Fig. 6, and Fig. 7a–b). Moreover, 
other climate-related factors (such as drought) had less impact on yield 
due to management practices (e.g., irrigation). Relative humidity during 
T1 was also important and negatively affected wheat yield when 
RHum_1 was>61% (Fig. 7c). One of the reasons for this finding could be 
high relative humidity increases the risk of physiological disorders and 
plant diseases (Hand, 1987). It is worth mentioning that SOC was also 
important in our RF_M5 model because the SOC pool can enhance many 
ancillary benefits (e.g., increase soil quality and crop productivity), as 
consistently reported in previous studies (Hammad et al., 2020; Lal, 
2006; Majumder et al., 2008). Frost_2 showed a positive impact on 
wheat yield when Frost_2 was <90 days. This is because wheat needs a 
low temperature to complete vernalization and has high frost tolerance 
during the early vegetative period (Bergjord et al., 2008; Xiao et al., 
2018). Also, our results showed that light winds during T1, T4, and T3 
increased wheat yield (Fig. 7e–g), while drizzle decreased wheat yield 
(Fig. 7i and k). We speculate that photosynthesis could be promoted by 
light winds (Ws < 6 m/s), thereby increasing crop biomass. For instance, 

leaf flutter in response to light winds could lead to better penetration of 
solar radiation into lower canopy layers, thereby providing more op
portunities to maintain greater canopy photosynthesis (Burgess et al., 
2019; Roden and Pearcy, 1993). In the case of drizzle, water use effi
ciency is low for crops when drizzle typically comes with low radiation 
and temperature, resulting in suitable conditions for foliar fungal 
pathogens (Harvell et al., 2002; Lesk et al., 2020; Sun and Woods, 1994). 

In different sub-regions, the impact of climate-related factors is 
varied due to different climate conditions. For instance, Rad is one of the 
main variables influencing crop yield, and its influence should be given 
greater attention in sub-region III because solar radiation in sub-region 
III (e.g., Sichuan Basin) is lower than in sub-region I and II (Lau et al., 
2007). In addition, frost showed opposite effects in sub-region I and sub- 
region III (Fig. 7). This is because frost events occur more frequently and 
frost days are higher than the threshold value in sub-region I, resulting 
in greater wheat yield losses. Therefore, region-specific characteristics 
should be considered in climate-related impact studies. 

In general, our study quantified how wheat yields respond to climate 
variables and ECEs, and therefore provides valuable information for 
reducing the risk of yield loss caused by climate. In our previous studies, 
we found that drought, heat, and extreme precipitation are likely to 
become more frequent in the future, resulting in climate conditions 
more unsuitable for crop growth (Li et al., 2019a; Li et al., 2019b; Yao 
et al., 2020). Several adaptations to climate change have been assessed 
by using process-based crop models, such as cultivating new varieties, 
optimizing sowing date, using irrigation, and managing crop residues 
(Challinor et al., 2014). Although such adaptations have shown clear 
contributions of around 7–15% to increasing crop yield (Challinor et al., 
2014), the results from process-based crop models are questionable due 
to poor capabilities under ECEs (Feng et al., 2019a; Li et al., 2019c). 
Therefore, developing a hybrid model by incorporating machine 
learning with biophysical models should be pursued to provide more 
robust climate change impact assessment and to explore the potential of 
different adaptation options under climate change. 

Some limitations of our study should be mentioned. First, statistics- 
based models are data-driven models. Model performance is largely 
dependent on the volume of trial data. Second, some satellite-based 
data, such as combined high-resolution SIF products (e.g., OCO-2 and 
TROPOMI), can lead to potential improvements in yield estimation 
(Zhang et al., 2018). Most recently, Camps-Valls et al. (2021) developed 
a new vegetation index, kernel NDVI (kNDVI) that shows stronger cor
relations with GPP than NDVI and EVI. Moreover, Dechant et al. (2020) 
demonstrated that NIRvP (calculated as NIRv × PAR) is a robust proxy of 
far-red SIF, and showed a stronger correlation with SIF than other 
indices. Such indices may have great potential for improving crop 
biomass prediction, and these indices were not considered in this study. 
Third, despite the fact that machine-learning-based models showed 
good performance in yield prediction, they lack rational biophysical 
explanations regarding yield response to environmental conditions 
(Roberts et al., 2017). In addition, the shift of wheat cultivars in different 
years was not considered in this study, therefore, attention should be 
given to changes in cultivars when predicting crop yield. To bridge this 
gap, our future work will be focused on developing hybrid models by 
integrating process-based models and machine learning techniques to 
increase model performance regarding crop yield prediction. 

5. Conclusion 

We developed machine learning based models to predict wheat yield 
by incorporating multi-source environmental data (including soil 
properties, climate, and vegetation indices). We draw the following 
main conclusions:  

(1) RF had better performance than SVM in predicting wheat yield. 
The RF model using NIRv (R2 = 0.74; RMSE = 758 kg/ha) could 
lead to slightly better prediction than using EVI (R2 = 0.73; 
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RMSE = 762 kg/ha) or NDVI (R2 = 0.73; RMSE = 770 kg/ha). 
Moreover, vegetation-based indices had the greatest influence on 
wheat yields compared with other environmental covariates.  

(2) Based on RF_M5, we found that NIRv during T3 was the most 
important predictor for determining crop yield. In addition, Rad 
(T2 and T3), RHum (T1), SOC, Ws (T1–T4), R5 (T1–T2), and Frost 
(T2) were identified as the main factors limiting wheat yield. 
Drought had a relatively small contribution to yield change 
because irrigations were applied for winter wheat production in 
this study.  

(3) We constructed PDP plots to explain how different predictors at 
each developmental period affected wheat yield based on RF 
models. We found that NIRv showed both linear and nonlinear 
relationships with wheat yield. Wheat yield had threshold-like 
responses to other environmental variables. These PDP results 
can help to better understand how factors limit wheat yield. 

Our findings demonstrated the potential of using NIRv for yield 
prediction and our modelling approach is broadly applicable in other 
regions globally using publicly available data. Our yield prediction 
model can be enhanced in the future by incorporating process-based 
crop models or other newly developed vegetation indices. 
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